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#### Abstract

We consider formulas which, in addition to the symbols in the vocabulary, may use two designated symbols $\prec$ and + that must be interpreted as a linear order and its associated addition. Such a formula is called addition-invariant if, for each fixed interpretation of the initial vocabulary, its result is independent of the particular interpretation of $\prec$ and + .

This paper studies the expressive power of additioninvariant first-order logic, + -inv-FO, on the class of finite strings. Our first main result gives a characterization of the regular languages definable in + -inv-FO: we show that these are exactly the languages definable in FO with extra predicates, denoted by "Im" for short, for testing the length of the string modulo some fixed number. Our second main result shows that every language definable in + -inv-FO, that is bounded or commutative or deterministic context-free, is regular. As an immediate consequence of these two main results, we obtain that $+-i n v-\mathrm{FO}$ is equivalent to $\mathrm{FO}(\mathrm{lm})$ on the class of finite colored sets.

Our proof methods involve Ehrenfeucht-Fraïssé games, tools from algebraic automata theory, and reasoning about semi-linear sets.


## 1 Introduction

The model checking problem consists in testing whether a relational structure satisfies a property expressed in a logical formalism. It is a central problem in many areas of computer science such as databases or automated verification. In order to perform model checking in an automated way, the structure must be stored on the disk, and this induces a linear order on it. The logical formalism could then make use of this linear order, typically for looping through all the elements of the structure. A desirable property, however, is that the result should only depend on the structure itself and not on the linear order that is specific to its current representation on the disk. This is known as the data independence principle in the database context or as closure under isomorphisms of the logical formalism.

In this paper, we call this property order-invariance, denoted " $\prec$-inv-". A logical formalism $\mathcal{L}$, with a designated
binary symbol " $\prec$ " for accessing an extra linear order, is said to be order-invariant if, over any structure, its output is independent on the actual extra linear order. Two typical, celebrated examples are $\prec$-inv-LFP, which captures all properties computable in PTime, and $\prec$-inv-PFP, which captures all properties computable in PSpace [10, 21], whereas the least fixed-point logic LFP and the partial fixedpoint logic PFP themselves are known to be too weak for capturing all of PTime and PSpace.

This shows that access to an arbitrary linear order increases expressiveness when one deals with powerful logics that can express recursive operators. What about weaker logics, such as first-order logic (FO)? A famous example due to Gurevich (see Theorem 5.3 in [11]) shows that $\prec$-inv-FO is more expressive than FO. But still, $\prec$-inv-FO is actually not very expressive. It can express only local queries [9]. Furthermore, it lacks arithmetic: while LFP is able to define addition and multiplication from the order, this is no longer the case for FO.

This paper deals with a setting, where the FO-formulas not only have access to an arbitrary extra linear order, but also to the addition and multiplication induced by this order. As for order-invariance, the result should be independent on the extra linear order. When only addition is used, we write "+-inv-" while, when both addition and multiplication are used, we write " $(+, *)$-inv-". Note that the least fixed-point formalism of $\prec$-inv-LFP is strong enough to define arithmetic, thus $\prec$-inv-LFP is equivalent to $(+, *)$-inv-LFP.

For weaker logics such as monadic least-fixed point logic MLFP or monadic second-order logic MSO, however, the presence of extra arithmetic enables the logics to express interesting properties that they could not do with just the extra linear order. For instance, on strings, $\prec$-inv-MSO and $\prec$-inv-MLFP both capture the regular languages and are no more expressive than MSO and MLFP. But +-inv-MLFP can define all properties in DLIN (i.e., computable by a deterministic linear time random access machine), while + -inv-MSO captures the linear time hierarchy $\operatorname{LinH}[14,17]$.

What about the first-order case? Notice that, unlike for MLFP and MSO, multiplication is no longer definable from addition, and hence we need to distinguish between

+ -inv-FO and $(+, *)$-inv-FO. Apart from the fact that all properties expressible in + -inv-FO or $(+, *)$-inv-FO belong to uniform $\mathrm{AC}^{0}$, not much is known about these two formalisms. As a step towards understanding their expressive power, we propose to investigate simple structures. We mainly consider strings, as structures of finite labeled graphs whose edges form a single directed path, and transitive strings, as the corresponding structures in which also the transitive closure of the edge relation is present. The simplest structures we consider are finite colored sets.

Main results. We start our study by showing that the regular languages that can be defined in + -inv-FO are exactly those definable in FO with extra predicates for testing the length of the string modulo some fixed number. As an intermediate result of independent interest, we obtain a decidable characterization for definability in this later logic. See Theorem 3.12, Theorem 3.15, and Theorem 3.16.

We then wonder whether all languages definable in +-inv-FO are regular. We show that every language definable in + -inv-FO that is bounded or commutative or deterministic context-free is regular (cf., Theorem 4.1, Theorem 5.1, and Theorem 5.4). Here, a language $L$ is called bounded if there exists a number $n$ and strings $w_{1}, \ldots, w_{n}$ such that $L \subseteq w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}$ (cf. [8]). A language $L$ is called commutative if for any string $u \in L$, any permutation of the letters of $u$ is also a string in $L$. A language $L$ is called $d e$ terministic context-free if it is recognized by a deterministic pushdown-automaton.

As an immediate consequence of the result on commutative languages and our characterization of regular languages definable in +-inv-FO, we obtain a characterization of the colored sets definable in + -inv-FO: Over the class of finite colored sets, every + -inv-FO-sentence is logically equivalent to an FO-sentence with extra predicates for testing the cardinality of the underlying structure's universe modulo some fixed number (cf. Corollary 5.3).

We conclude with an example of a context-free (and nonregular) language that is definable in $(+, *)$-inv-FO, but for which we could not settle whether it is definable in + -inv-FO or not. We conjecture, however, that it is not definable in +-inv-FO and, moreover, that all languages definable in +-inv-FO are regular.

Related work. Besides the references already cited above, we further note that $\prec$-inv- $\mathrm{FO}(+1)$ was studied over words and trees in [3], where it was shown to have the same expressive power as $\mathrm{FO}(+1)$. Note that $\prec-\operatorname{inv}-\mathrm{FO}(+1)$ is simpler than + -inv- $\mathrm{FO}(+1)$; it is immediate from the definition that $\prec$-inv- $\mathrm{FO}(+1)$ defines only regular languages.

Structure of the paper. We start with the necessary notations and definitions in Section 2. In Section 3 we characterize the regular languages definable in + -inv-FO. Section 4 shows that bounded languages definable in +-inv-FO $(<)$ are regular. Section 5 deals with com-
mutative languages, deterministic context-free languages, and colored sets. Due to space limitations, many technical details of the proofs are deferred to an appendix.

## 2 Preliminaries

Basic notation. $\mathbb{Z}$ denotes the set of integers. $\mathbb{N}=$ $\{0,1,2, \ldots\}$ and $\mathbb{N}_{\geqslant 1}=\mathbb{N} \backslash\{0\}$ denote the set of natural numbers and of positive natural numbers, respectively. For $n \in \mathbb{N}_{\geqslant 1}$, we write $[n]$ to denote the set $\{0, \ldots, n-1\}$. For $i, j \in \mathbb{N}$ and $q \in \mathbb{N}_{\geqslant 1}$, we write $i \equiv j[q]$ to indicate that $i$ is congruent to $j$ modulo $q$. If $S$ is a finite subset of $\mathbb{N}_{\geqslant 1}$, we write $\operatorname{lcm} S$ to denote the least common multiple of the elements in $S$.

Strings and transitive strings. We fix a finite alphabet $\Sigma$. We let $\varrho$ be the signature that consists of a unary relation symbol $P_{a}$ for each letter $a \in \Sigma$. In this paper, a string over $\Sigma$ is a finite relational structure over the signature $\sigma=\varrho \cup\{E\}$, containing unary predicates $P_{a}$ for all $a \in \Sigma$, partitioning the elements of the universe, and one binary predicate $E$ that is interpreted as a graph whose edges form a single directed path. A transitive string over $\Sigma$ is a finite relational structure over the signature $\sigma^{\prime}$ that extends $\sigma$ with a binary predicate $E^{+}$interpreted as the transitive closure of $E$. Hence, each element of $\Sigma^{*}$ can be viewed either as a transitive string or as a string, depending on whether we can compare any two of its positions or only successive positions.

Given a string (or a transitive string) $w$, we denote its length (i.e., the cardinality of its universe) by $|w|$.

Logics. We denote by $\mathrm{FO}(=), \mathrm{FO}(+1)$, and $\mathrm{FO}(<)$ the first-order logics over $\varrho, \sigma$, and $\sigma^{\prime}$ respectively. The semantics of their formulas are defined in the natural way (where we assume that equality " $=$ " can be used in atomic formulas). Each closed formula $\varphi$ defines a language $L_{\varphi}$ which is the set of all strings $w \in \Sigma^{*}$ that, when seen as a logical structure, satisfy $\varphi$.

We will consider strings with an extra built-in linear order $\prec$ together with the associated arithmetic, and logics that can make use of this extra arithmetic in an orderinvariant way. This is formalized as follows.

Let $\sigma[+]$ (resp. $\sigma^{\prime}[+]$ or $\varrho[+]$ ) be the extension of $\sigma$ (resp. $\sigma^{\prime}$ or $\varrho$ ) with a binary predicate $\prec$ and a ternary predicate + . We denote the corresponding first-order logics on these extensions of $\sigma, \sigma^{\prime}$, and $\varrho$ by $\mathrm{FO}(+1, \prec,+)$, and $\mathrm{FO}(<, \prec,+)$, and $\mathrm{FO}(=, \prec,+)$.

A $\sigma[+]$-expansion of a string $w$ is a structure over $\sigma[+]$ which interprets the predicates of $\sigma$ as in $w$ and interprets $\prec$ as a linear order, and + as the addition induced by $\prec$. I.e., $a+b=c$ holds true on a string $w$ whose universe is linearly ordered by $\prec$ iff $\hat{a}+\hat{b}=\hat{c}$, where $\hat{x}$ denotes the index of the element $x$ in the linear order $\prec$ (here we adopt the convention that the smallest element w.r.t. $\prec$ has index

0 ). It is important to not confuse the linear order $\prec$ with the transitive closure of $E$ : they might not be identical!

Example 2.1. For every $q \in \mathbb{N}_{\geqslant 1}$ and every $i \in[q]$ there is a $\mathrm{FO}(=, \prec,+)$-sentence $\varphi_{i, q}$ such that a $\sigma[+]$-expansion of a string $w$ satisfies $\varphi_{i, q}$ iff $|w| \equiv i[q]$.

For example, the formula $\varphi_{1,2}$, expressing that the length of a string is odd, can be chosen as follows:

$$
\exists x \exists z(x+x=z \wedge \forall y(y \prec z \vee y=z))
$$

(recall that we adopt the convention that the smallest element w.r.t. $\prec$ has index 0 ).

A sentence $\varphi$ of $\mathrm{FO}(+1, \prec,+)$ is said to be additioninvariant if for any string $w$ and any two $\sigma[+]$-expansions $w_{1}$ and $w_{2}$ of $w$ we have $w_{1} \models \varphi$ iff $w_{2} \models \varphi$. We write + -inv- $\mathrm{FO}(+1)$ to denote the class of all additioninvariant $\mathrm{FO}(+1, \prec,+)$-formulas. If $\varphi$ is a sentence in + -inv- $\mathrm{FO}(+1)$, we write $w \models \varphi$ to indicate that for some (respectively, every) $\sigma[+]$-expansion $w_{1}$ of $w$ we have $w_{1} \models$ $\varphi$. The classes + -inv- $\mathrm{FO}(<)$ and + -inv- $\mathrm{FO}(=)$ are defined in the analogous way.

Note that Example 2.1 shows that + -inv-FO(=) can test the length of a string modulo some constant.

The goal of this paper is to understand the expressive power of these logics. Note that, as defined, their syntax is not necessarily recursive, as testing whether a formula of $\mathrm{FO}(+1, \prec)$ is order-invariant is undecidable [3]. Whether they have an equivalent effective syntax is an interesting open problem. In Section 5 we show that this is the case for + -inv- $\mathrm{FO}(=)$.

We start by investigating the regular languages definable in + -inv- $\mathrm{FO}(<)$, +-inv- $\mathrm{FO}(+1)$, and + -inv- $\mathrm{FO}(=)$ in Section 3. Then we move to bounded languages in Section 4 and to commutative languages and deterministic contextfree languages in Section 5.

In our proofs, we will sometimes also refer to the logic $\mathrm{FO}(<,+)$, consisting of all first-order formulas of signature $\sigma^{\prime} \cup\{+\}$. When evaluating such a formula on a transitive string, the symbol + is interpreted with the particular addition relation that fits to the natural linear order $<$ on the positions of the string.

## 3 Regular languages and addition-invariance

The goal of this section is to characterize the regular languages definable in + -inv- $\mathrm{FO}(<)$, + -inv- $\mathrm{FO}(+1)$, and + -inv- $\mathrm{FO}(=)$. We start with the most expressive of the three, + -inv- $\mathrm{FO}(<)$, and we follow the methodology of [3].

Using an Ehrenfeucht-Fraïssé game argument, we show in Section 3.1 that regular languages definable in + -inv- $\mathrm{FO}(<)$ have particular closure properties. Then, using an algebraic argument, we show in Section 3.2 that the
regular languages satisfying these closure properties are exactly those definable in $\mathrm{FO}(<, l m)$, where $l m$ provides predicates for testing the total length of the string modulo some fixed number (see Section 3.2 for the precise definition). As these predicates are expressible in + -inv- $\mathrm{FO}(<)$ (cf., Example 2.1), we conclude that the languages definable in $\mathrm{FO}(<, \operatorname{lm})$ are exactly the regular languages definable in + -inv-FO $(<)$ (see Theorem 3.12).

Using similar arguments, we also obtain (in Section 3.3) characterizations of the regular languages definable in + -inv- $\mathrm{FO}(+1)$ and + -inv- $\mathrm{FO}(=)$ by the logics $\mathrm{FO}(+1, l m)$ and $\mathrm{FO}(=, l m)$.

### 3.1 Closure properties of +-inv-FO $(<)$

Given a language $L$, its syntactic congruence $=L$ is defined for strings $x$ and $y$ by $x=L y$ iff $\forall u, v \in \Sigma^{*}, u x v \in L$ iff uyv $\in L$. A string $x$ is called idempotent (for $L$ ) if $x x=_{L} x$. Recall that $L$ is regular iff its syntactic congruence has finite index (see e.g. [19]). Hence, for every regular language $L$ there is a natural number $\omega$, depending only on $L$, such that for all strings $x$, the string $x^{\omega}$ is idempotent.

We say that $L$ is closed under modulo transfers if for all $x, y, z \in \Sigma^{*}$ we have:

$$
\begin{equation*}
\text { if }|x|=|z|, \quad \text { then } x^{\omega} x y z^{\omega}=L x^{\omega} y z z^{\omega} . \tag{1}
\end{equation*}
$$

The next theorem provides a closure property of regular languages definable in + -inv- $\mathrm{FO}(<)$; the rest of Section 3.1 is devoted to the proof of this theorem.

Theorem 3.1. Let $L$ be a regular language definable in + -inv- $\mathrm{FO}(<)$. Then $L$ is closed under modulo transfers.

Proof. For the sake of a contradiction, assume that $L$ is a regular language that is not closed under modulo transfers. Then there exist strings $x, y, z$ such that $|x|=|z|$ but $x^{\omega} x y z^{\omega} \neq L x^{\omega} y z z^{\omega}$. By symmetry, we can assume that there exist strings $u, v$ such that $u x^{\omega} x y z^{\omega} v \in L$ but $u x^{\omega} y z z^{\omega} v \notin L$. By the definition of $\omega$ we have for all $\alpha, \beta \in \mathbb{N}_{\geqslant 1}$ that

$$
\begin{equation*}
u x^{\alpha \omega} x y z^{\beta \omega} v \in L \quad \text { and } \quad u x^{\alpha \omega} y z z^{\beta \omega} v \notin L . \tag{2}
\end{equation*}
$$

From $\Sigma$ we construct the finite alphabet $\bar{\Sigma}:=\Sigma \cup$ $\{(a, x) \mid a \in \Sigma\} \cup\{(a, z) \mid a \in \Sigma\}$. Let $\bar{x}$ and $\bar{z}$ be the strings constructed from $x$ and $z$ by tagging the letters with the appropriate symbol of $\bar{\Sigma}$. I.e., $\bar{x}$ is obtained from $x$ by replacing every letter $a$ of $x$ with the letter $(a, x)$. Analogously, $\bar{z}$ is obtained from $z$.

In the following, for $w \in \bar{\Sigma}^{*}$ we write $|w|_{\bar{x}}$ (and $|w|_{\bar{z}}$ ) to denote the number of occurrences of the string $\bar{x}(\operatorname{and} \bar{z})$ in $w$. We consider the languages

$$
\begin{array}{r}
L_{1}:=\left\{w \in \operatorname{uyv} \bar{x}(\bar{x} \bar{z} \mid \bar{z} \bar{z})^{*}:|w|_{\bar{x}},|w|_{\bar{z}} \geqslant \omega\right. \\
\left.|w|_{\bar{x}} \equiv 1[\omega],|w|_{\bar{z}} \equiv 0[\omega]\right\} \\
L_{2}:=\left\{w \in \operatorname{uyv} \bar{x}(\bar{x} \bar{z} \mid \bar{z} \bar{z})^{*}:|w|_{\bar{x}},|w|_{\bar{z}} \geqslant \omega\right. \\
\left.|w|_{\bar{x}} \equiv 0[\omega],|w|_{\bar{z}} \equiv 1[\omega]\right\}
\end{array}
$$

A formula $\varphi$ is said to separate $L_{1}$ from $L_{2}$, if $L_{\varphi}$ contains $L_{1}$ but does not intersect with $L_{2}$. Using equation (2) and the assumption that $L$ is definable in + -inv- $\mathrm{FO}(<)$, we obtain:

Claim 3.2. There is a formula of $\mathrm{FO}(<,+)$ that separates $L_{1}$ from $L_{2}$.

Proof of Claim 3.2. Recall that, by assumption, $L$ is definable in +-inv- $\mathrm{FO}(<)$. We will use this formula, along with a suitable $\mathrm{FO}(<,+)$ interpretation, to obtain an $\mathrm{FO}(<,+)$ formula that separates $L_{1}$ from $L_{2}$.

The $\mathrm{FO}(<,+)$ interpretation is constructed in such a way that, when given a string $w \in u y v \bar{x}(\bar{x} \bar{z} \mid \bar{z} \bar{z})^{*}$, it defines a string $w^{\prime} \in u x^{*} y z^{*} v$ such that $w \in L_{1}$ implies $w^{\prime} \in L$, and $w \in L_{2}$ implies $w^{\prime} \notin L$.

This $\mathrm{FO}(<,+)$ interpretation replaces letters in $\bar{x}$ and $\bar{z}$ by the corresponding letters in $x$ and $z$. Furthermore, it consists of two formulas $\psi_{\text {Succ }}$ and $\psi_{O_{r d}}$, each with two free variables. When evaluated in $w$, the formulas $\psi_{\text {Succ }}$ and $\psi_{\text {Ord }}$ define the following successor relation and its associated transitive closure:

First, there come all the positions in $u$ (in the order in which they appear in $w$ ). Then, there come all positions that belong to one of the substrings $\bar{x}$, in the order in which they appear in $w$ (this is doable in FO because we use labels in $\bar{\Sigma}$ ). Afterwards, there come all positions that belong to $y$, in the order in which they appear in $w$. Then, there come all positions that belong to one of the substrings $\bar{z}$, in the order in which they appear in $w$ (again, this is doable in FO since we use labels in $\bar{\Sigma}$ ). Finally, there come all positions that belong to $v$, in the order in which they appear in $w$.

From a word $w \in \operatorname{uyv} \bar{x}(\bar{x} \bar{z} \mid \bar{z} \bar{z})^{*}$, this construction produces a word $w^{\prime}$ of the form $u x^{i} y z^{j} v$ with $i=|w|_{\bar{x}}$ and $j=|w|_{\bar{z}}$. If $w \in L_{1}$, then $i, j \geqslant \omega$ and $i \equiv 1[\omega]$ and $j \equiv 0[\omega]$. Similarly, if $w \in L_{2}$, then $i, j \geqslant \omega$ and $i \equiv 0[\omega]$ and $j \equiv 1[\omega]$. Thus, by equation (2) we obtain:

$$
\text { If } w \in L_{1} \text {, then } w^{\prime} \in L . \text { If } w \in L_{2} \text {, then } w^{\prime} \notin L
$$

Now recall that, by assumption, $L$ is definable by a + -inv- $\mathrm{FO}(<)$-sentence $\varphi_{L}$. We modify this sentence according to the $\mathrm{FO}(<,+)$ interpretation that defines $w^{\prime}$ in $w$. I.e., we replace every occurrence of the symbols $E$ and $E^{+}$(for the successor and the natural linear order on the positions of the string) with the formulas $\psi_{\text {Succ }}$ and $\psi_{\text {Ord }}$. Thereby, we obtain an $\mathrm{FO}(<,+)$-sentence $\varphi$ that is satisfied by $w$ iff $w^{\prime} \models \varphi_{L}$ (note that this is the place where additioninvariance of $\varphi_{L}$ is essential). In particular, $\varphi$ separates $L_{1}$ from $L_{2}$. Thus, the proof of Claim 3.2 is complete.

The desired contradiction for finishing the proof of Theorem 3.1 now immediately follows from Claim 3.2 and the next proposition.
Proposition 3.3. Let $x, y, z, u, v$ be strings with $|x|=$ $|z| \geqslant 1$, and let $\bar{x}, \bar{z}$ be obtained from $x, z$ as above. Fix an arbitrary $\omega \geqslant 2$, and let $L_{1}, L_{2}$ be chosen as above. Then, no formula of $\mathrm{FO}(<,+)$ can separate $L_{1}$ from $L_{2}$.

Proof. The proof of the proposition is a consequence of the following technical lemma that is based on an EhrenfeuchtFraïssé game argument. In the statement below, $w \approx_{k}^{+} w^{\prime}$ indicates that the strings $w$ and $w^{\prime}$ satisfy the same sentences of $\mathrm{FO}\left(<_{,}+\right)$of quantifier rank $\leqslant k$. It has an Ehrenfeucht-Fraïssé game counterpart requiring the existence of a winning strategy for the duplicator in the corresponding $k$-round game [11]. Similarly, we define $w \approx_{k}^{<}$ $w^{\prime}$ when only sentences of $\mathrm{FO}(<)$ are considered.

Lemma 3.4. Let $\bar{x}, \bar{z}, y, u, v$ be chosen as in Proposition 3.3. For any $k$, there exist $d, d^{\prime} \in \mathbb{N}_{\geqslant 1}$ with $d<d^{\prime}$, and numbers $i_{0}, i_{1}, \ldots, i_{d^{\prime}} \in \mathbb{N}_{\geqslant 1}$, such that: ${ }^{1}$

$$
\begin{aligned}
& \text { 1. uyv } \bar{x}(\bar{x} \bar{z})^{i_{0}}\left(\bar{z} \bar{z}(\bar{x} \bar{z})^{i_{j}}\right)_{j \in\{1, \ldots, d\}} \approx_{k}^{+} \\
& \operatorname{uyv} \bar{x}(\bar{x} \bar{z})^{i_{0}}\left(\bar{z} \bar{z}(\bar{x} \bar{z})^{j_{j}}\right)_{j \in\left\{1, \ldots, d^{\prime}\right\}}
\end{aligned}
$$

2. $\sum_{j=0}^{d} i_{j} \equiv-d \equiv 0[\omega]$
3. $\sum_{j=0}^{d^{\prime}} i_{j} \equiv-d^{\prime} \equiv-1[\omega]$.

Before proving Lemma 3.4, let's see why it implies the proposition. Assume for the sake of a contradiction that there is a formula $\varphi$ separating $L_{1}$ from $L_{2}$. Let $k$ be its quantifier rank, and let $d, d^{\prime}, i_{0}, \cdots, i_{d^{\prime}}$ be as stated in Lemma 3.4. Let $w$ be uyv $\bar{x}(\bar{x} \bar{z})^{i_{0}}\left(\bar{z} \bar{z}(\bar{x} \bar{z})^{i_{j}}\right)_{j \in\{1, \ldots, d\}}$ and let $w^{\prime}$ be uyv $\bar{x}(\bar{x} \bar{z})^{i_{0}}\left(\bar{z} \bar{z}(\bar{x} \bar{z})^{j_{j}}\right)_{j \in\left\{1, \ldots, d^{\prime}\right\}}$.

By Item $2,|w|_{\bar{x}}=1+\sum_{j=0}^{d} i_{j} \equiv 1 \quad[\omega]$ and $|w|_{\bar{z}}=$ $2 d+\sum_{j=0}^{d} i_{j} \equiv 0 \quad[\omega]$. Furthermore, since $i_{0}, \ldots, i_{d} \neq 0$, we have $|w|_{\bar{x}},|w|_{\bar{z}} \geqslant \omega$. Therefore, $w \in L_{1}$. Similarly, by Item 3, we have $\left|w^{\prime}\right|_{\bar{x}}=1+\sum_{j=0}^{d^{\prime}} i_{j} \equiv 0 \quad[\omega]$ and $\left|w^{\prime}\right|_{\bar{z}}=2 d^{\prime}+\sum_{j=0}^{d^{\prime}} i_{j} \equiv 1 \quad[\omega]$. Therefore, $w^{\prime} \in L_{2}$. But due to Item 1 , either $w$ and $w^{\prime}$ both satisfy $\varphi$, or neither of them satisfies $\varphi$. Hence, $\varphi$ cannot separate $L_{1}$ from $L_{2}$.

Proof of Lemma 3.4. The proof is essentially an Ehrenfeucht-Fraïssé game argument, the difficulty being to exhibit a winning strategy in the presence of addition. In order to do so, we use the following generalization of a result by Lynch [12], which was proved in [18] and which allows us to reduce the existence of a winning strategy in a game with addition to the existence of a winning strategy in another game, where addition is not present.

[^0]Proposition 3.5 (Immediate from [18]). For all $m, h, k^{\prime} \in$ $\mathbb{N}$ there is a number $r=r\left(m, h, k^{\prime}\right) \in \mathbb{N}$ and an infinite set $P=\left\{p_{1}<p_{2}<p_{3}<\cdots\right\} \subseteq \mathbb{N}$ with $p_{1}>h$ and $p_{j} \equiv h[m]$, for all $j \geqslant 1$, such that the following is true for all $\ell_{1}, \ell_{2} \in \mathbb{N}_{\geqslant 1}$ :
if $\quad \mathbf{1}^{\ell_{1}} \approx_{r}^{<} \mathbf{1}^{\ell_{2}}$
then $\quad\left(\mathbb{Z},<,+, P, P_{1}\right) \approx_{k^{\prime}}^{+}\left(\mathbb{Z},<,+, P, P_{2}\right)$,
where $P_{1}$ is $\left\{p_{1}, \ldots, p_{\ell_{1}}\right\}$ while $P_{2}$ is $\left\{p_{1}, \ldots, p_{\ell_{2}}\right\}$, and $\mathbf{1}^{\ell_{1}}$ and $\mathbf{1}^{\ell_{2}}$ are words of length $\ell_{1}$ and $\ell_{2}$ over the singleton alphabet $\{\mathbf{1}\}$.

Fix $m_{1}=|\bar{x} \bar{z}|=|\bar{z} \bar{z}|, m=m_{1} \omega, h=|u y v \bar{x}|$. For any given $k^{\prime}$ let $r$, and $p_{1}, p_{2}, \cdots$ be given by Proposition 3.5 with these values for $k^{\prime}, m$, and $h$.

Now let $i_{0}=\left(p_{1}-h\right) / m_{1}$ and for $j \geqslant 1, i_{j}=\left(p_{j+1}-\right.$ $\left.p_{j}-m_{1}\right) / m_{1}$. Then for all $\ell$ we have $\sum_{j=0}^{\ell} i_{j}=\left(p_{\ell+1}-\right.$ $\left.h-\ell \cdot m_{1}\right) / m_{1} \equiv-\ell[\omega]$.

We then choose $d$ and $d^{\prime}$ in $\mathbb{N}_{\geqslant 1}$ such that $\mathbf{1}^{d} \approx_{r}^{<} \mathbf{1}^{d^{\prime}}$, $d \equiv 0[\omega]$ and $d^{\prime} \equiv 1[\omega]$. The existence of such $d$ and $d^{\prime}$ is guaranteed using a standard game argument on transitive strings (cf., [11]). By Proposition 3.5 we have

$$
\begin{equation*}
\left(\mathbb{Z},<,+, P, P_{1}\right) \approx_{k^{\prime}}^{+}\left(\mathbb{Z},<,+, P, P_{2}\right) \tag{3}
\end{equation*}
$$

A standard first-order interpretation then transforms the structures of equation (3) into the strings desired for Item 1 of the lemma. The interpretation assigns a label to each number $i$ with $0 \leqslant i<\mu$ (where $\mu$ is the minimum element in $P$ that's not in $P_{1}$, resp. $P_{2}$ ), using the following rules:

1. if $i<h$, then it uses the label of the $(i+1)^{\text {st }}$ position in $u y v \bar{x}$
(this is definable in FO, since $h$ and $u y v \bar{x}$ are fixed)
2. if $i \geqslant h, i \equiv j\left[m_{1}\right], 0 \leqslant j<m_{1}$, and position $i-j$ is not in $P$, then it uses the label of the $(j+1)^{\text {st }}$ position of $\bar{x} \bar{z}$,
(this is definable in FO, since $h, m_{1}$, and $\bar{x} \bar{z}$ are fixed and + is available in the structures of equation (3))
3. if $i \geqslant h, i \equiv j\left[m_{1}\right], 0 \leqslant j<m_{1}$, and position $i-j$ is in $P$, then it uses the label of the $(j+1)^{\text {st }}$ position of $\bar{z} \bar{z}$.

Let $k_{0}$ be the quantifier rank of the FO interpretation that establishes this translation of $\left(\mathbb{Z},<,+, P, P_{1}\right)$ and $\left(\mathbb{Z},<,+, P, P_{2}\right)$ into the corresponding strings $w_{1}$ and $w_{2}$. Note that $w_{1}$ and $w_{2}$ are of the form stated in Item 1 of Lemma 3.4. Furthermore, equation (3) implies that $w_{1} \approx_{k}^{+} w_{2}$, for $k:=k^{\prime}-k_{0}$. This concludes the proof of Lemma 3.4, of Proposition 3.3, and of Theorem 3.1.

### 3.2 Characterization of $\mathrm{FO}(<, l m)$

We show in this section that closure under modulo transfers corresponds to definability in $\mathrm{FO}(<, l m)$, where $\mathrm{FO}(<$,
$\operatorname{lm})$ is the logic extending $\mathrm{FO}(<)$ with predicates $\operatorname{lm}(i, q)$ (for all $i, q \in \mathbb{N}$ ), that hold true in a structure iff the size of its universe is equal to $i$ modulo $q$.

Theorem 3.6. Let $L$ be a regular language. Then $L$ is definable in $\mathrm{FO}(<, l m)$ iff $L$ is closed under modulo transfers.

The "only if" direction of Theorem 3.6 follows for instance from Theorem 3.1, as languages definable in $\mathrm{FO}(<$, $l m)$ are also definable in + -inv- $\mathrm{FO}(<)$ by Example 2.1. Proving the "if" direction requires more work; the remainder of Section 3.2 is devoted to the proof.

We will make use of the following straightforward observation:

Claim 3.7. A language is definable in $\mathrm{FO}(<$, lm $)$ iff it is a finite union of languages of the form $S \cap Z_{i}^{q}$, where $S$ is definable in $\mathrm{FO}(<)$ (i.e., $S$ is a starfree regular language, cf. [13]), $i$ and $q$ are natural numbers, and $Z_{i}^{q}$ is the set of all strings of length i modulo $q$.

As a further ingredient, we use the following consequence of closure under modulo transfers.

Proposition 3.8. Let $L$ be a regular language that is closed under modulo transfers. There exists $q \in \mathbb{N}_{\geqslant 1}$ such that for all $k \in \mathbb{N}_{\geqslant 1}$, and all strings $v_{1}, \ldots, v_{k}$ and $x_{1}, \ldots, x_{k+1}$ over $\Sigma$ we have: If $\delta_{1}, \cdots, \delta_{k}$ are natural numbers such that

$$
\begin{equation*}
\delta_{1}\left|v_{1}\right|+\cdots+\delta_{k}\left|v_{k}\right| \equiv 0[q], \tag{4}
\end{equation*}
$$

then we have

$$
\begin{align*}
x_{1} v_{1}^{\omega} v_{1}^{\delta_{1}} x_{2} v_{2}^{\omega} v_{2}^{\delta_{2}} \cdots x_{k} & v_{k}^{\omega} v_{k}^{\delta_{k}} x_{k+1} \\
& =L \quad x_{1} v_{1}^{\omega} x_{2} v_{2}^{\omega} \cdots x_{k} v_{k}^{\omega} x_{k+1} \tag{5}
\end{align*}
$$

The proof is by induction on $k$ and makes use of Bézout's identity. Details can be found in Appendix B.1.

Let $L$ be a regular language closed under modulo transfers. Let $q$ be the number given by Proposition 3.8. For $0 \leqslant i<q$, let $L_{i}$ be the restriction of $L$ to strings of length $i$ modulo $q$. Notice that because of (4), both sides of (5) have the same length modulo $q$. Hence, (5) remains true after replacing $=L$ with $=L_{i}$. We show that $L_{i}$ is definable in $\mathrm{FO}(<$, $l m)$. This will conclude the proof, as $L=\bigcup_{i} L_{i}$.

Our goal is to show that $L_{i}=M \cap Z_{i}^{q}$ for some counterfree regular language $M$. By Theorem 3.9 below, this implies that $M$ is definable in $\mathrm{FO}(<)$ and therefore $L_{i}$ is definable in $\mathrm{FO}(<, l m)$.

Let $A$ be a minimal deterministic automaton, and let $\delta_{A}$ be its transition function. A counter for $A$ is a string $u$ and a set $P=\left\{p_{0}, \ldots, p_{k-1}\right\}$, with $k \geqslant 2$, of states such that $\delta_{A}\left(p_{i}, u\right)=p_{i+1 \text { modulo } k \text {. A string } u \text { is a counter if it forms }}$ a counter with some set $P$. We will use the following wellknown result.

Theorem 3.9 ([13]). A regular language $L$ is definable in $\mathrm{FO}(<)$ iff its minimal deterministic automaton does not have any counter.

Note that if $u=v v$ is a counter, then $v$ is also a counter. Similarly, if $u=u_{1} u_{2}$ is a counter, then its cyclic shift $u_{2} u_{1}$ is also a counter. A counter $u$ is prime if $u$ is not of the form $v v$ for any $v$. The size of a counter $u$ is the length of $u$. A simple pumping argument shows that if $A$ has a counter $u$, then it has a counter of size bounded by a number $N$ that depends only on $A$. It thus suffices to consider prime counters of size $<N$.

Let $A$ be the minimal deterministic automaton for $L_{i}$.
Let $C$ be the set of prime counters of $A$ of size $<N$. I.e., $C$ is a set of pairs $(u, P)$ where $u \in \Sigma^{*},|u|<N$, and $P$ is a set of states of $A$ of size $\geqslant 2$, satisfying the condition of prime counters. We keep in $C$ only one counter per cyclic shift of $u$. Let $C_{S}$ be the set of strings that are counters occurring in $C$, and let $k$ be the maximal length of such strings. Notice that because $A$ is deterministic, if $(u, P) \in C$ and $\left(u, P^{\prime}\right) \in C$, then $P \cap P^{\prime}=\emptyset$.

We construct an automaton $B$ such that the minimal deterministic finite automaton equivalent to $B$ has no counter, and $L_{i}=\mathcal{L}(B) \cap Z_{i}^{q}$, where $\mathcal{L}(B)$ denotes the language accepted by $B$. This will conclude the proof of Theorem 3.6.

The automaton $B$ essentially simulates $A$. On top of that, it remembers in its states the last $k$ previous letters read. It also has one counter per element of $C_{S}$ that counts up to $\omega \cdot q$. The transition table of $B$ is given by the following rules, where $c_{u}$ is the current value of the counter for $u$, and $v$ is the string of the last $k$ letters read, including the currently read letter $a$ :

1. For all $u$ in $C_{S}$ such that $v$ does not end with a cyclic shift of $u, B$ sets the counter $c_{u}$ to 0 .
2. If $v=v^{\prime} u, u \in C_{S}$, and $c_{u}<\omega \cdot q$, then $B$ simulates $A$ and increases the counter $c_{u}$ by 1 .
3. If $v=v^{\prime} u, u \in C_{S}, c_{u}=\omega \cdot q$, and the simulation of $A$ on the current letter gives a state $p \in P$ such that $(u, P) \in C$, then $B$ non-deterministically selects a state of $P$. Note that this is the only case where $B$ does not simply simulate $A$.
4. In all other cases, $B$ simply simulates $A$.

From the construction of $B$ we immediately obtain:
Lemma 3.10. A string $w$ is accepted by $B$ iff it can be decomposed as $w=w_{1} \cdots w_{n}$, for some $n \geqslant 1$, such that

- $w_{1} u_{1}^{\delta_{1}} w_{2} u_{2}^{\delta_{2}} \cdots w_{n}$ is accepted by $A$ for some $\delta_{1}, \cdots, \delta_{n-1} \in \mathbb{N}$,
- $u_{i}^{\omega q}$ is a suffix of $w_{i}$, for each $i<n$, and
- $u_{i} \in C_{S}$ for all $i<n$.

Note that the case $n=1$ implies that every word accepted by $A$ is accepted by $B$, i.e., $L_{i} \subseteq \mathcal{L}(B)$.

It turns out that $B$ has the desired properties:
Proposition 3.11. (a) $L_{i}=\mathcal{L}(B) \cap Z_{i}^{q}$.
(b) The minimal deterministic automaton recognizing $\mathcal{L}(B)$ does not have any counter.

Proof. We begin by proving part (a).
By Lemma 3.10, $L_{i} \subseteq \mathcal{L}(B)$, and hence it suffices to show that $\mathcal{L}(B) \cap Z_{i}^{q} \subseteq L_{i}$. Let $w$ be a string of length $i$ modulo $q$, accepted by $B$. By Lemma 3.10 we can decompose $w$ as $w_{1} w_{2} \cdots w_{n}$, such that $w_{1} u_{1}^{\delta_{1}} w_{2} u_{2}^{\delta_{2}} \cdots w_{n}$ is accepted by $A$. By definition of $A$, this word has length $i$ modulo $q$. Hence we have $\sum_{i}\left|u_{i}\right| \delta_{i} \equiv 0$ [q]. We can therefore apply Proposition 3.8 and obtain that $w_{1} w_{2} \cdots w_{n}$ is accepted by $A$, as desired.

The proof of part (b) makes use of Proposition 3.8 and Lemma 3.10, along with a careful analysis of the (potential) counters of $A$ and the minimal deterministic automaton equivalent to $B$. Details can be found in Appendix B.1.

This completes the proof of Theorem 3.6. Classical techniques now imply that, given an automaton for $L$, it is decidable whether $L$ is closed under modulo transfers: Using the pumping lemma, one shows that all quantified strings can be assumed to be short. Then, a brute force analysis yields the decision algorithm.

Hence, Theorem 3.6 provides an effective test for definability in $\mathrm{FO}(<, l m)$, a result of independent interest. As an immediate consequence of Theorem 3.1 and Theorem 3.6, we obtain an effective syntax and a complete characterization of the regular languages definable in + -inv- $\mathrm{FO}(<)$ :

Theorem 3.12. A regular language is definable in $+-i n v-\mathrm{FO}(<)$ iff it is definable in $\mathrm{FO}(<, l m)$.
Furthermore, given an automaton for a regular language $L$, it is decidable whether $L$ is definable in $\mathrm{FO}(<, l m)$.

## $3.3+-\operatorname{inv}-\mathrm{FO}(+1)$ and $+-\operatorname{inv-FO}(=)$

A characterization of the regular languages definable in + -inv-FO $(+1)$ can be obtained in the same way, using an additional closure property taken from [19]. A regular language $L$ is closed under swaps if $\forall e, f, x, y, z \in \Sigma^{*}$ such that $e, f$ are idempotent we have:

$$
\begin{equation*}
\text { exfyezf }=\llcorner\text { ezfyexf. } \tag{6}
\end{equation*}
$$

The proof of the following theorem is done as for Theorem 3.1, using an Ehrenfeucht-Fraïssé game argument that can be found in Appendix B.2.

Theorem 3.13. Let $L$ be a regular language definable in $+-i n v-\mathrm{FO}(+1)$. Then $L$ is closed under swaps.

As for Theorem 3.6, we can show the following (see Appendix B. 3 for a proof):

Theorem 3.14. Let $L$ be a regular language. Then $L$ is definable in $\mathrm{FO}(+1, l m)$ iff $L$ is closed under modulo transfers and under swaps.

In summary, we have:
Theorem 3.15. A regular language is definable in + -inv- $\mathrm{FO}(+1)$ iff it is definable in $\mathrm{FO}(+1$, lm $)$.
Furthermore, given an automaton for a regular language $L$, it is decidable whether $L$ is definable in $\mathrm{FO}(+1, l m)$.

By further requiring commutativity of the language, we obtain similar results for + -inv- $\mathrm{FO}(=)$ (the proof can be found in Appendix B.4).

Theorem 3.16. A regular language is definable in + -inv $-\mathrm{FO}(=)$ iff it is definable in $\mathrm{FO}(=$, lm $)$ iff it is commutative and closed under modulo transfers.
Furthermore, given an automaton for a regular language $L$, it is decidable whether $L$ is definable in $\mathrm{FO}(=, l m)$.

## 4 Bounded languages

A language $L \subseteq \Sigma^{*}$ is called bounded if there exists an $n \in \mathbb{N}_{\geqslant 1}$ and $n$ strings $w_{1}, \ldots, w_{n} \in \Sigma^{*}$ such that $L \subseteq w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}$. Bounded languages received quite some attention in the literature, cf. e.g. [5, 8, 7, 16, 4]. This section's main result is:

Theorem 4.1. Every bounded language definable in + -inv- $\mathrm{FO}(<)$ is regular.

Due to space limitations, we prove Theorem 4.1 only for the special case where $\left|w_{1}\right|=\cdots=\left|w_{n}\right|$; the proof of the general version will be given in the full paper. More precisely, we here give the proof of the following Proposition 4.2. The proof of this proposition contains already all the ingredients necessary for proving Theorem 4.1.

Proposition 4.2. Let $n \in \mathbb{N}_{\geqslant 1}$, let $w_{1}, \ldots, w_{n} \in \Sigma^{*}$ be such that $\left|w_{1}\right|=\cdots=\left|w_{n}\right| \geqslant 1$, and let $\alpha_{1}, \ldots, \alpha_{n+1} \in \Sigma^{*}$. Every language $L \subseteq \alpha_{1} w_{1}^{*} \alpha_{2} w_{2}^{*} \cdots \alpha_{n} w_{n}^{*} \alpha_{n+1}$ that is definable in + -inv $-\mathrm{FO}(<)$ is regular.

The remainder of Section 4 is devoted to the proof of Proposition 4.2.

For $n \in \mathbb{N}_{\geqslant 1}$ and $\alpha_{1}, \ldots, \alpha_{n+1}, w_{1}, \ldots, w_{n} \in \Sigma^{*}$ we write $\bar{\alpha}$ and $\bar{w}$ to denote the tuples $\left(\alpha_{1}, \ldots, \alpha_{n+1}\right)$ and $\left(w_{1}, \ldots, w_{n}\right)$. By $M_{\bar{\alpha}}^{\bar{w}}$ we denote the language $\alpha_{1} w_{1}^{*} \alpha_{2} w_{2}^{*} \cdots \alpha_{n} w_{n}^{*} \alpha_{n+1}$. For proving Proposition 4.2, it is convenient to identify a vector $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}$ with the string $\alpha_{1} w_{1}^{x_{1}} \alpha_{2} w_{2}^{x_{2}} \cdots \alpha_{n} w_{n}^{x_{n}} \alpha_{n+1} \in M \frac{\bar{\alpha}}{\bar{w}}$. For each $L \subseteq M_{\bar{\alpha}}^{\bar{w}}$, let $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L) \subseteq \mathbb{N}^{n}$ be the set of vectors associated with the words of $L$.

It turns out that for languages $L \subseteq M \frac{\bar{w}}{\bar{\alpha}}$ definable in + -inv-FO $(<), \mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L)$ is semi-linear in the following sense: A set $S \subseteq \mathbb{N}^{n}$ is called linear if there exist a number $t \in \mathbb{N}$ and vectors $v_{0}, \ldots, v_{t} \in \mathbb{N}^{n}$ such that

$$
S=v_{0}+\mathbb{N} v_{1}+\cdots+\mathbb{N} v_{t}
$$

A set $S \subseteq \mathbb{N}^{n}$ is called semi-linear if $S$ is empty or $S$ is a finite union of linear sets.
A set $S \subseteq \mathbb{N}^{n}$ is called first-order definable in $(\mathbb{N},<$, + ) if there is a $\mathrm{FO}(<,+)$-formula $\varphi\left(y_{1}, \ldots, y_{n}\right)$ such that $S=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}:(\mathbb{N},<,+) \models \varphi\left(x_{1}, \ldots, x_{n}\right)\right\}$.

Theorem 4.3 ([6]). A set $S \subseteq \mathbb{N}^{n}$ is first-order definable in $(\mathbb{N},<,+)$ if and only if it is semi-linear.

Using Theorem 4.3 along with a standard FO interpretation, it is easy to prove the following (in fact, the lemma is true not only for + -inv- $\mathrm{FO}(<)$, but even for $\mathrm{FO}(<,+)$ ) (see Appendix C.1):

Lemma 4.4. Let $L \subseteq M_{\bar{\alpha}}^{\bar{w}}$ be a language that is definable in + -inv- $\mathrm{FO}(<)$. Then $\mathscr{S}_{\bar{\alpha}}^{\frac{\bar{w}}{}}(L)$ is semi-linear.

It is easy to see that there are non-regular languages such that the associated set of vectors is semi-linear. Hence, in order to derive regularity, we need to show that the set of vectors associated with a language definable in + -inv- $\mathrm{FO}(<)$ has a special property.

For this, we use Ginsburg and Spanier's characterization [8] of regular bounded languages by subsets of $\mathbb{N}^{n}$ that we call semi-diced here ${ }^{2}$ : A set $S \subseteq \mathbb{N}^{n}$ is called diced if there exist a number $t \in \mathbb{N}$, an arbitrary vector $v_{0} \in \mathbb{N}^{n}$, and vectors $v_{1}, \ldots, v_{t} \in \mathbb{N}^{n}$ each of which has exactly one non-zero component, such that $S=v_{0}+\mathbb{N} v_{1}+\cdots+\mathbb{N} v_{t}$. $S$ is called semi-diced if $S$ is empty or $S$ is a finite union of diced sets. In [8] it was shown that a bounded language is regular iff its associated set of vectors is semi-diced. From this, we obtain:

Theorem 4.5 (Immediate from [8]). Let $L \subseteq M_{\bar{\alpha}}^{\bar{w}}$. Then, $L$ is regular iff $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L)$ is semi-diced.

For proving Proposition 4.2, it therefore suffices to show that for a language definable in + -inv- $\mathrm{FO}(<)$, the associated set is semi-diced. This is our goal throughout the remainder of Section 4. For achieving this goal, we give in Section 4.1 characterizations for semi-linear sets and semi-diced sets. Based on these characterizations, in Section 4.2 we use a game argument to show that for every + -inv- $\mathrm{FO}(<)$-definable bounded language $L$, the semilinear set $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L)$ is actually semi-diced.

[^1]
### 4.1 Semi-linear sets and semi-diced sets

For $x \in \mathbb{Z}^{n}$ let $\|x\|:=\sum_{i=1}^{n}\left|x_{i}\right|$. For $K \geqslant 0$, we write $N_{K}(x)$ to denote the $K$-neighborhood of $x$, i.e.,

$$
N_{K}(x):=\left\{y \in \mathbb{Z}^{n}:\|x-y\| \leqslant K\right\}
$$

For $S \subseteq \mathbb{N}^{n}, x, y \in \mathbb{N}^{n}$, and $K \in \mathbb{N}$ we say that $N_{K}(x)$ and $N_{K}(y)$ are identical with respect to $S$ if for all $z \in \mathbb{Z}^{n}$ with $\|z\| \leqslant K$ we have $x+z \in S \Longleftrightarrow y+z \in S$.

We believe that the next lemma, which essentially says that any semi-linear set is ultimately periodic, is known to researchers in the area of algebra and number theory. Note, however, that Muchnik [15] gave a characterization of semilinear sets based on a similar closure property that differs with the one stated in the lemma in the fact that it does not include the universal quantification over $j$ (it is assuming $j=1$ ). As this extra quantification will be important for us, and since we are not aware of a reference that contains a proof of the closure property as stated below, we included a proof in Appendix C.3.

Lemma 4.6. For every semi-linear set $S \subseteq \mathbb{N}^{n}$ there exists a finite set $U \subseteq \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ such that $\forall K \in \mathbb{N}, \exists \ell \in \mathbb{N}$ such that the following is true: $\forall x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell, \exists u \in U$ such that $\forall j \in \mathbb{N}, N_{K}(x)$ and $N_{K}(x+j \cdot u)$ are identical with respect to $S$.

Lemma 4.6 will be our starting point for showing that the set of vectors associated with a language definable in + -inv- $\mathrm{FO}(<)$ is semi-diced. The second ingredient is a characterization of semi-diced sets analogous to the one given in [15] for semi-linear sets. A section of a set $S \subseteq \mathbb{N}^{n}$ is any set of the form $S_{i, \ell}:=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in S: x_{i}=\right.$ $\ell\}$, where $i \in\{1, \ldots, n\}$ and $\ell \in \mathbb{N}$.

Theorem 4.7. A set $S \subseteq \mathbb{N}^{n}$ is semi-diced iff the following is true: (a) every section of $S$ is semi-diced, and (b) there exists a finite set $V \subseteq \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ such that every element in $\checkmark$ has exactly one non-zero coordinate and $\forall K \in \mathbb{N}, \exists \ell \in$ $\mathbb{N}$ such that the following is true: $\forall x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell$, $\exists v \in V$ such that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$.

The proof of the "only if" direction is straightforward. The proof of the "if" direction is more elaborate. It proceeds by induction on $|V|$; details can be found in Appendix C.4.

### 4.2 Proof of Proposition 4.2

Fix a language $L \subseteq M_{\bar{\alpha}}^{\bar{w}}$ that is definable in +-inv-FO $(<)$. Let $S \subseteq \mathbb{N}^{n}$ be $\mathscr{S} \overline{\bar{w}}(L)$. By Theorem 4.5 it suffices to show that $S$ is semi-diced. By Theorem 4.7 it suffices to show that $S$ has the properties (a) and (b) stated in Theorem 4.7. The most difficult part is to show property
(b). Property (a) then follows essentially by induction on $n$. The induction argument can be found in Appendix C.5. We sketch here the proof for property (b).

By Lemma 4.4, $S$ is semi-linear. Let $U$ be the finite set given by Lemma 4.6 for $S$.

For any vector $u=\left(u_{1}, \ldots, u_{n}\right)$, we let $\operatorname{supp}(u):=\{i \in$ $\left.\{1, \ldots, n\}: u_{i} \neq 0\right\}$ be the support of $u$. We choose

$$
\begin{equation*}
V:=\left\{\|u\| \cdot e_{i}: u \in U \text { and } i \in \operatorname{supp}(u)\right\} \tag{7}
\end{equation*}
$$

where $e_{i}$ is the unit vector of $\mathbb{N}^{n}$ which has a 1 in its $i$-th component and 0 s in all other components. Clearly, $V$ is a finite subset of $\mathbb{N}^{n}$, and every element in $V$ has exactly one non-zero coordinate. We need to show that $V$ has the desired property formulated in Theorem 4.7.

Let $K_{0}:=\max \{\|v\|: v \in V\}$. Now let $K \in \mathbb{N}$ be an arbitrary number. Let $\hat{K}:=K+K_{0}$. Choose $\ell$ to be the number obtained from Lemma 4.6 for the number $\hat{K}$.

Now let $x \in \mathbb{N}^{n}$ be an arbitrary vector with $\|x\| \geqslant \ell$. By Lemma 4.6 we obtain an $u \in U$ such that for all $j \in \mathbb{N}$, $N_{\hat{K}}(x)$ and $N_{\hat{K}}(x+j u)$ are identical with respect to $S$.

If $|\operatorname{supp}(u)|=1$, then $u \in V$, and by choosing $v:=u$ and $j:=1$ we obtain that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$, and we are done.

For the remainder of this proof we consider the case that $|\operatorname{supp}(u)| \geqslant 2$. In order to simplify the presentation, we assume that $\operatorname{supp}(u)=\{1,2\}$ (the general case is based on the same ideas and is presented in Appendix C.5). We choose $v:=\|u\| \cdot e_{1}$. By (7) we have $v \in V$. Our goal is to prove that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$. To this end, let us fix an arbitrary $z \in \mathbb{Z}^{n}$ with $\|z\| \leqslant K$. We need to show that $x+z \in S \Longleftrightarrow x+v+z \in S$. This is a consequence of the following claim.
Claim 4.8. There exists $a J \in \mathbb{N}$ such that $x+J u+u+z \in$ $S \Longleftrightarrow x+J u+v+z \in S$.

Before proving this claim, let us point out how to use the claim for showing that $x+z \in S \Longleftrightarrow x+v+z \in S$.

Let $J$ be chosen according to Claim 4.8. We know that $N_{\hat{K}}(x), N_{\hat{K}}(x+J u)$, and $N_{\hat{K}}(x+(J+1) u)$ are identical with respect to $S$. Furthermore, $\|z\| \leqslant K$ and $\|v\| \leqslant K_{0}$, thus $\|z+v\| \leqslant K+K_{0}=\hat{K}$. Therefore,

$$
\begin{array}{rlr}
x+z \in S & \Longleftrightarrow x+(J+1) u+z \in S \quad \text { since }\|z\| \leqslant \hat{K} \\
& \Longleftrightarrow x+J u+v+z \in S \quad & \text { by Claim } 4.8 \\
& \Longleftrightarrow x+v+z \in S \quad & \text { since }\|v+z\| \leqslant \hat{K}
\end{array}
$$

In summary, we obtain that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$. Therefore, in order to finish the proof of Proposition 4.2, it suffices to prove Claim 4.8. This is, where the game argument comes in.

Proof of Claim 4.8. We make use of a result similar to Proposition 3.5, in order to reduce the existence of a winning strategy in a game with addition to the existence of
a winning strategy in another game, where addition is not present.

Proposition 4.9 (Immediate from [18]). For all $m, h, k^{\prime} \in$ $\mathbb{N}$ there is a number $r=r\left(m, h, k^{\prime}\right) \in \mathbb{N}$ and an infinite set $P=\left\{p_{1}<p_{2}<p_{3}<\cdots\right\} \subseteq \mathbb{N}$ with $p_{1}>h$ and $p_{j} \equiv h[m]$, for all $j \geqslant 1$, such that the following is true for all $d, d^{\prime} \in \mathbb{N}_{\geqslant 1}$ :

$$
\begin{array}{ll}
\text { if } & \mathbf{0}^{d} \mathbf{0}^{d^{\prime}} \mathbf{1}^{d} \mathbf{2}^{d} \quad \approx_{r}^{<} \quad \mathbf{0}^{d} \mathbf{1}^{d^{\prime}} \mathbf{1}^{d} \mathbf{2}^{d} \\
\text { then } \quad\left(\mathbb{Z},<,+, P, P_{0}, P_{1}, P_{2}\right) \approx_{k^{\prime}}^{+}\left(\mathbb{Z},<,+, P, P_{0}^{\prime}, P_{1}^{\prime}, P_{2}^{\prime}\right) \text {, }
\end{array}
$$

where, for $d_{j}=d^{\prime}+j d, P_{0}=\left\{p_{1}, \ldots, p_{d_{1}}\right\}, P_{1}=$ $\left\{p_{d_{1}+1}, \ldots, p_{d_{2}}\right\}, \quad P_{2}=\left\{p_{d_{2}}, \ldots, p_{d_{3}}\right\}$, while $P_{0}^{\prime}=$ $\left\{p_{1}, \ldots, p_{d}\right\}, P_{1}^{\prime}=\left\{p_{d+1}, \ldots, p_{d_{2}}\right\}, P_{2}^{\prime}=P_{2}$.

From Proposition 4.9, the result essentially follows by an FO interpretation. We here present the main ideas underlying this interpretation; the details are given in Appendix C.5.

For any $\chi:=\left(\chi_{1}, \ldots, \chi_{n}\right) \in \mathbb{N}^{n}$, let $\mathcal{W}(\chi)$ be the word $w_{1}^{\chi_{1}} \cdots w_{n}^{\chi_{n}}$. We let $H:=\alpha_{1} \alpha_{2} \cdots \alpha_{n+1} \mathcal{W}(x+z), U_{0}:=$ $\mathcal{W}(u), U_{1}:=\mathcal{W}\left(u+e_{1}-e_{2}\right)$ and $U_{\mathbf{2}}:=\mathcal{W}\left(u-e_{1}+e_{2}\right)$. We then set $h:=|H|$ and $m:=\left|U_{0}\right|$. Notice that by our assumption on $\left|w_{1}\right|=\cdots=\left|w_{n}\right|$, we have $\left|U_{0}\right|=\left|U_{1}\right|=$ $\left|U_{2}\right|=m$. For any given $k^{\prime} \in \mathbb{N}$ let $r$ and $p_{1}, p_{2}, \ldots$ be the numbers given by Proposition 4.9 with these values of $m, h$ and $k^{\prime}$. Let $d^{\prime}$ be the second component of $u$, and let $d$ be such that $\mathbf{0}^{d} \mathbf{0}^{d^{\prime}} \mathbf{1}^{d} \mathbf{2}^{d} \approx_{r}^{<} \mathbf{0}^{d} \mathbf{1}^{d^{\prime}} \mathbf{1}^{d} \mathbf{2}^{d}$ (the existence of $d$ is guaranteed by standard Ehrenfeucht-Fraïssé game results [11]). By Proposition 4.9 we then have:

$$
\begin{equation*}
\left(\mathbb{Z},<,+, P, P_{0}, P_{1}, P_{2}\right) \approx_{k^{\prime}}^{+} \quad\left(\mathbb{Z},<,+, P, P_{0}^{\prime}, P_{1}^{\prime}, P_{2}^{\prime}\right) \tag{8}
\end{equation*}
$$

In order to transfer identity (8) into an identity over strings, we use an FO interpretation similar to the one given in the proof of Lemma 3.4 for assigning labels to numbers. This interpretation uses $H$ for labeling the positions 0 up to $h-1$. For every $i \in\{\mathbf{0}, \mathbf{1}, \mathbf{2}\}$, it uses $U_{i}$ for labeling $m$ consecutive positions, the first of which is marked by $P_{i}$. Furthermore, it uses $U_{0}$ (and counting modulo $m$ ) for labeling all remaining positions. Thus, the interpretation transforms the structures of (8) into the strings

$$
H\left(U_{0}\right)^{i_{0}}\left(U_{0} U_{0}^{i_{j}}\right)_{j=1}^{d_{1}}\left(U_{1} U_{0}^{i_{j}}\right)_{j=d_{1}+1}^{d_{2}}\left(U_{2} U_{0}^{i_{j}}\right)_{j=d_{2}+1}^{d_{3}}
$$

and

$$
H\left(U_{0}\right)^{i_{0}}\left(U_{0} U_{0}^{i_{j}}\right)_{j=1}^{d}\left(U_{1} U_{0}^{i_{j}}\right)_{j=d+1}^{d_{2}}\left(U_{2} U_{0}^{i_{j}}\right)_{j=d_{2}+1}^{d_{3}}
$$

where $i_{0}=\left(p_{1}-h\right) / m$, and for $j \geqslant 1, i_{j}=\left(p_{j+1}-p_{j}-\right.$ $m) / m$. Denoting these strings by $V$ and $W$, and letting $k_{1}$ be the quantifier rank of the FO interpretation, we obtain from (8) that

$$
\begin{equation*}
V \approx_{k^{\prime}-k_{1}}^{+} W \tag{9}
\end{equation*}
$$

Now let us consider the vector $y_{V}\left(\right.$ resp. $\left.y_{w}\right)$ in $\mathbb{N}^{n}$ that counts the number of occurrences of each of the $w_{i}$ in the
string $V$ (resp. $W$ ), i.e.,

$$
\begin{align*}
& y_{V}=x+z+\left(\sum_{j=0}^{d_{3}} i_{j}\right) \cdot u+3 d \cdot u+d^{\prime} \cdot u \\
& y_{w}=x+z+\left(\sum_{j=0}^{d_{3}} i_{j}\right) \cdot u+3 d \cdot u+d^{\prime} \cdot\left(u+e_{1}-e_{2}\right) \tag{10}
\end{align*}
$$

Recall that $\operatorname{supp}(u)=\{1,2\}$, and $d^{\prime}$ is the second component of $u$. Thus, $v=\|u\| \cdot e_{1}=u+d^{\prime} \cdot\left(e_{1}-e_{2}\right)$.
By setting $J:=\left(\sum_{j=0}^{d_{3}} i_{j}\right)+3 d+d^{\prime}-1$, we therefore have that $y_{v}=x+z+J u+u$ and $y_{w}=x+z+J u+v$.

In view of (10) and (9), in order to conclude the proof of Claim 4.8, it would suffice to have an FO interpretation similar to the one in the proof of Claim 3.2 transforming the strings $V$ and $W$ into strings in $M \overline{\bar{\alpha}}$.

However, depending on the shape of $\bar{\alpha}$ and $\bar{w}$, it might be the case that such an FO interpretation does not exist, because once in the middle of the string $V$ or $W$, there is no way of distinguishing a letter in a copy of $w_{i}$ from the same letter in a copy of $w_{j}$, for $i \neq j$. This problem is overcome in the same way as in Section 3.1, by using an expanded alphabet when performing the first interpretation after applying Proposition 4.9. The alphabet would be of the form $\Delta:=\Sigma \times\{w, \alpha\} \times\{1, \ldots, n+1\}$ and, in the argument above, instead of working with the strings $w_{i}$ (resp., $\alpha_{i}$ ), we use strings $\tilde{w}_{i}$ (resp., $\tilde{\alpha}_{i}$ ) in $\Delta^{*}$, obtained by expanding the label of each letter in the obvious way.

Once this is done, we can conclude in the same way as in the proof of Claim 3.2. I.e., we construct an $\mathrm{FO}(<,+)$-formula $\psi_{O_{r d}}$ defining a linear order such that reading the letters of $V$ and $W$ according to this linear order, one obtains the strings $\alpha_{1} w_{1}^{y_{1}} \alpha_{2} \cdots \alpha_{n} w_{n}^{y_{n}} \alpha_{n+1}$ and $\alpha_{1} w_{1}^{y_{1}^{\prime}} \alpha_{2} \cdots \alpha_{n} w_{n}^{y_{n}^{\prime}} \alpha_{n+1}$, for $\left(y_{1}, \ldots, y_{n}\right)=y_{V}$ and $\left(y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right)=y_{w}$. Letting $k_{2}$ be the quantifier rank of the formula $\psi_{O r d}$ and choosing $k^{\prime}$ large enough such that $k^{\prime}-k_{1}-k_{2}$ is bigger than the quantifier rank of the + -inv- $\mathrm{FO}(<)$-formula that defines $L$, we obtain that $y_{v} \in S$ iff $y_{w} \in S$. This concludes the proof of Claim 4.8. The missing details can be found in Appendix C.5.

## 5 Commutative languages, colored sets, and deterministic context-free languages

Commutative languages. Recall that we call a language $L$ commutative if for any string $u \in L$, any permutation of the letters of $u$ is in L. As an easy consequence of Theorem 4.1, we obtain:

Theorem 5.1. Every commutative language definable in + -inv- $\mathrm{FO}(<)$ is regular.

Proof. For a string $w=w_{1} w_{2} \cdots w_{\ell}$ of length $\ell \in \mathbb{N}$ and a permutation $\pi$ of $\{1, \ldots, \ell\}$, be write $w_{\pi}$ to denote the string $w_{\pi(1)} w_{\pi(2)} \cdots w_{\pi(\ell)}$. The commutative closure $c(L)$ of a language $L \subseteq \Sigma^{*}$ consists of the strings $w_{\pi}$ for all $w \in L$ and all permutations $\pi$ of $\{1, \ldots,|w|\}$. We use the following result by Ginsburg and Spanier [8], where $n \in \mathbb{N}_{\geqslant 1}$ and $\sigma_{1}, \ldots, \sigma_{n}$ are pairwise distinct letters:

Theorem 5.2 ([8]). A language $L \subseteq \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$ is regular if and only if the commutative closure $c(L)$ is regular.

The proof of Theorem 5.1 now follows by a simple combination of Theorem 5.2 and Theorem 4.1 (details can be found in Appendix D.1).

Colored sets. A colored set over $\Sigma$ is a finite relational structure over the signature $\varrho=\left\{P_{a}: a \in \Sigma\right\}$, such that the predicates $P_{a}$ form a partition of the structure's universe. By combining Theorem 5.1 and Theorem 3.16, we immediately obtain the following.

Corollary 5.3. Over the class of colored sets, + -inv- $\mathrm{FO}(=)$ and $\mathrm{FO}(=, l m)$ have the same expressive power.

DCFL. By using similar Ehrenfeucht-Fraïssé game arguments as in Section 3.1 and 4.2, along with particular pumping properties of deterministic context-free languages exposed by Valiant in [20], we obtain the following (see the full paper Appendix D.2).

Theorem 5.4. Every deterministic context-free language definable in + -inv- $\mathrm{FO}(<)$ is regular.

## 6 Discussion

The first main result of this paper is a characterization of the regular languages definable in + -inv- $\mathrm{FO}(<)$ (resp. + -inv-FO $(+1)$ ) by the logic $\mathrm{FO}(<, l m)$ (resp. $\mathrm{FO}(+1, l m)$ ). We also show that a language is definable in + -inv- $\mathrm{FO}(=)$ iff it is definable in $\mathrm{FO}(=, l m)$.

We conjecture that +-inv- $\mathrm{FO}(<)$ can only define regular languages. If this conjecture were true, our first main result would completely characterize the languages definable in + -inv- $\mathrm{FO}(<)$ and + -inv- $\mathrm{FO}(+1)$.

As a step towards proving this conjecture, our second main result shows that any language definable in + -inv- $\mathrm{FO}(<)$ that is also bounded, commutative, or deterministic context-free, is actually regular, and therefore definable in $\mathrm{FO}(<, l m)$.

Note that if we also have access to multiplication and define $(+, *)$-inv-FO in the obvious way, this formalism can express non-regular languages (e.g., the language of all strings whose length is a prime number).

As a challenge towards proving or disproving our conjecture, we conclude with the following example of a non-regular, context-free language, that is definable in $(+, *)$-inv- $\mathrm{FO}(<)$ as well as in $\mathrm{FO}(<,+)$, but for which we do not know whether or not it is definable in + -inv- $\mathrm{FO}(<)$.

For $n, i \in \mathbb{N}$ we denote by $\operatorname{bin}_{n}(i)$ (resp., $\overline{\operatorname{bin}}_{n}(i)$ ) the $\{0,1\}$-string $w$ of length $n$ representing the binary encoding of $i$, starting with the least significant bit (resp., starting with the most significant bit). Let $L$ be the language of strings of the form $\operatorname{bin}_{n}(0) \# \overline{\operatorname{bin}}_{n}(1) \# \operatorname{bin}_{n}(2) \# \overline{\operatorname{bin}}_{n}(3) \# \cdots \# \overline{\operatorname{bin}}_{n}\left(2^{n}-1\right)$, for $n \in \mathbb{N}$. For instance, $L$ contains the string $000 \# 001 \# 010 \# 011 \# 001 \# 101 \# 011 \# 111$. Let $\bar{L}$ be the complement of $L$. We then have (details in Appendix E):
Proposition 6.1. $\bar{L}$ is context-free and definable in $(+, *)$-inv- $\mathrm{FO}(<)$ and in $\mathrm{FO}(<,+)$.
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## APPENDIX

This appendix gives detailed proofs of the article's claims. Parts B, C, D, and E contain detailed proofs of the results in sections $3,4,5$, and 6 , respectively. Part A contains notations and technical material convenient for presenting these proofs.

## A A technical lemma summarizing our Ehrenfeucht-Fraïssé game arguments

Basic notation. We write $\varepsilon$ to denote the empty string. For an alphabet $\Sigma$, we let $\varrho_{\Sigma}:=\left\{P_{a}: a \in \Sigma\right\}$ be the signature that consists of a unary relation symbol $P_{a}$ for each $a \in \Sigma$.

The standard representation of a string $w=$ $w_{1} \cdots w_{N} \in \Sigma^{*}$ of length $N \geqslant 1$ by a $\varrho_{\Sigma}$-structure is the structure

$$
\underline{w}=\left([N],\left(P_{a}^{w}\right)_{a \in \Sigma}\right)
$$

with domain $[N]=\{0, \ldots, N-1\}$, where, for each $a \in \Sigma$, $P_{a}^{w}=\left\{i \in[N]: w_{i+1}=a\right\}$.

The standard interpretations of $<$ and + on $\mathbb{Z}$ are the relations

$$
\begin{aligned}
<^{\mathbb{Z}} & :=\{(i, j): i, j \in \mathbb{Z} \text { and } i<j\} \\
+^{\mathbb{Z}} & :=\{(i, j, k): i, j, k \in \mathbb{Z} \text { and } i+j=k\}
\end{aligned}
$$

For any $N \in \mathbb{N}_{\geqslant 1}$ and any relation $R^{\mathbb{Z}} \subseteq \mathbb{Z}^{r}$ (for $r \geqslant 1$ ) we let $R^{N}:=\left\{\left(i_{1}, \ldots, i_{r}\right) \in R^{\mathbb{Z}}: i_{1}, \ldots, i_{r} \in[N]\right\}$. For each $N \in \mathbb{N}_{\geqslant 1}$, the standard interpretation of $<$ and + on $[N]$ are the relations $<{ }^{N}$ and $+{ }^{N}$.

From now on, when the context is clear, we will omit superscripts.$^{\mathbb{Z}}$ (resp. ${ }^{N}$ ) and simply write $<$ and + to denote the standard interpretations of $<$ and + on $\mathbb{Z}$ (or [ $N$ ], for $N \in \mathbb{N}_{\geqslant 1}$ ).

If $\mathcal{A}$ is a structure whose domain $\operatorname{dom}(\mathcal{A})$ is a subset of $\mathbb{Z}$, we write $(\mathcal{A},<)$ to denote the expansion of $\mathcal{A}$ by the relation $<^{\mathbb{Z}} \cap \operatorname{dom}(\mathcal{A})^{2}$. Accordingly, $(\mathcal{A},<,+)$ denotes the expansion of $(\mathcal{A},<)$ by the relation $+{ }^{\mathbb{Z}} \cap \operatorname{dom}(\mathcal{A})^{3}$. Furthermore, if $P$ is a subset of $\mathbb{Z}$, we write $(\mathcal{A},<,+, P)$ to denote the expansion of $(\mathcal{A},<,+)$ by an additional unary predicate that is interpreted by the set $P \cap \operatorname{dom}(\mathcal{A})$.

If $\varphi$ is a first-order formula, we write $\operatorname{qr}(\varphi)$ to denote the quantifier rank of $\varphi$.

EF-games. We use the standard notation concerning Ehrenfeucht-Fraïssé games (EF-games, for short); see e.g. the textbook [11]. In particular, we write $\mathcal{A} \approx_{r} \mathcal{B}$ to indicate that the duplicator has a winning strategy in the $r$-round EF-game (for FO) played on two relational structures $\mathcal{A}$ and $\mathcal{B}$ of the same signature.

Furthermore, we will use $\operatorname{dom}(\mathcal{A})$ and $\operatorname{dom}(\mathcal{B})$ to denote the domain (i.e., the universe) of the structures $\mathcal{A}$ and $\mathcal{B}$, respectively. If $\tau$ is the signature of $\mathcal{A}$, we write $\tau^{\mathcal{A}}$ to denote the collection of relations and constants of $\mathcal{A}$. I.e., for every relation symbol $R$ and every constant symbol $c$ in $\tau, \tau^{\mathcal{A}}$ contains the relation $R^{\mathcal{A}}$ and the constant $c^{\mathcal{A}}$ with which the symbols $R$ and $c$ are interpreted in $\mathcal{A}$.

If $\alpha$ is a mapping whose domain is $\operatorname{dom}(\mathcal{A})$, then $\alpha\left(R^{\mathcal{A}}\right)$ denotes the set of all tuples $\left(\alpha\left(x_{1}\right), \ldots, \alpha\left(x_{r}\right)\right)$ for which $\left(x_{1}, \ldots, x_{r}\right) \in R^{\mathcal{A}}$. By $\alpha\left(\tau^{\mathcal{A}}\right)$ we denote the collection of relations $\alpha\left(R^{\mathcal{A}}\right)$ and elements $\alpha\left(c^{\mathcal{A}}\right)$ for all relation symbols $R$ and constant symbols $c$ in $\tau$.

The following is a generalization of a result by Lynch [12] which was proved in [18] and which establishes a winning strategy for the duplicator in an EF-game on particular structures which have a built-in addition relation.

Proposition A. 1 ([18]). For all $m, h, g, k \in \mathbb{N}$ there is a number $r=r(m, h, g, k) \in \mathbb{N}$ and an infinite set

$$
P=\left\{p_{1}<p_{2}<p_{3}<\cdots\right\} \subseteq \mathbb{N}
$$

with $p_{1}>h$ and $p_{j} \equiv h(\bmod m)$, for all $j \geqslant 1$, such that the following is true for every signature $\tau$, all linearly ordered finite $\tau \cup\{<\}$-structures $\mathcal{A}$ and $\mathcal{B}$, and the mappings $\alpha: \operatorname{dom}(\mathcal{A}) \rightarrow P$ and $\beta: \operatorname{dom}(\mathcal{B}) \rightarrow P$ which, for each $j$, map the $j$-th smallest element of $\operatorname{dom}(\mathcal{A})$ w.r.t. the linear order $<^{\mathcal{A}}$ (respectively, of $\operatorname{dom}(\mathcal{B})$ w.r.t. $<^{\mathcal{B}}$ ) to the $j$-th smallest element in $P:$ If $\mathcal{A} \approx_{r} \mathcal{B}$, then the duplicator has a winning strategy in the $k$-round $E F$-game on
$\mathfrak{A}:=\left(\mathbb{Z},<,+, P, \alpha\left(\tau^{\mathcal{A}}\right)\right)$ and $\mathfrak{B}:=\left(\mathbb{Z},<,+, P, \beta\left(\tau^{\mathcal{B}}\right)\right)$
such that after the $k$-th round the following holds true: Let, for every $i \in\{1, \ldots, k\}, \mathfrak{a}_{i}$ and $\mathfrak{b}_{i}$ be the elements chosen in the $i$-th round on $\mathfrak{A}$ and $\mathfrak{B}$. Then we have
(I) $\mathfrak{a}_{i} \equiv \mathfrak{b}_{i}[m]$, for all $i \in\{1, \ldots, k\}$, and

$$
\text { (II) } \begin{aligned}
& \left(\mathfrak{a}_{i}-\mathfrak{a}_{j}=\mathfrak{b}_{i}-\mathfrak{b}_{j}\right) \text { or } \\
& \left(\left|\mathfrak{a}_{i}-\mathfrak{a}_{j}\right|>2 g \text { and }\left|\mathfrak{b}_{i}-\mathfrak{b}_{j}\right|>2 g\right), \\
& \text { for all } i, j \in\{1, \ldots, k\} .
\end{aligned}
$$

This proposition is an immediate consequence of [18, Proposition 6.11 and 6.12].

Using this proposition, we can prove the following lemma that will serve as one of the main technical tools for proving our results on + -inv- $\mathrm{FO}(+1)$ and + -inv- $\mathrm{FO}(<)$.

Lemma A.2. Let $\Sigma, \Delta, \Gamma$ be finite alphabets. Let $k^{\prime} \in \mathbb{N}_{\geqslant 1}$, let $H, G, U \in \Delta^{*}$ with $|U| \geqslant 1$ and, for each $\gamma \in \Gamma$, let $U_{\gamma} \in \Delta^{*}$ with $\left|U_{\gamma}\right|=|U|$. Let $m \geqslant|U|$ be a multiple of $|U|$. For

$$
h:=|H|, \quad g:=\max \{h, m,|G|\}, \quad k^{\prime \prime}:=2 k^{\prime}+3
$$

let $r:=r\left(m, h, g, k^{\prime \prime}\right) \in \mathbb{N}$ and $P:=\left\{p_{1}, p_{2}, p_{3}, \ldots\right\} \subseteq \mathbb{N}$ be chosen according to Proposition A.1. Let $i_{0}:=\frac{\overline{p_{1}}-h}{|U|}$ and, for each $j \geqslant 1$, let $i_{j}:=\frac{p_{j+1}-\left(p_{j}+|U|\right)}{|U|}$. In particular, $i_{0} \equiv 0\left(\bmod \frac{m}{|U|}\right)$ and, for each $j \geqslant 1, i_{j} \equiv-1\left(\bmod \frac{m}{|U|}\right)$.

Let $v, w \in \Gamma^{*}$ be strings such that $(\underline{v},<) \approx_{r}(\underline{w},<)$, and let $d_{v}=|v|$ and $d_{w}=|w|$. Let $V, W \in \Delta^{*}$ be the following strings:

$$
\begin{aligned}
V & :=H U^{i_{0}}\left(Q_{j} U^{i_{j}}\right)_{j=1, \ldots, d_{v}} G \\
W & :=H U^{i_{0}}\left(R_{j} U^{i_{j}}\right)_{j=1, \ldots, d_{w}} G
\end{aligned}
$$

where, for each $j \geqslant 1$ and each $\gamma \in \Gamma$ the following is true: If $\gamma$ is the $j$-th letter in $v$ (respectively, $w$ ), then $Q_{j}=U_{\gamma}$ (respectively, $R_{j}=U_{\gamma}$ ). Then, the following holds:
(a) $(\underline{V},<,+, P) \approx_{k^{\prime}}(\underline{W},<,+, P)$.
(b) Let $\left(\psi_{a}(x)\right)_{a \in \Sigma}$ be a collection of $\mathrm{FO}\left(\varrho_{\Delta} \cup\{<,+, P\}\right)-$ formulas which, on each of the structures $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$, defines a partition of the domain into $|\Sigma|$ disjoint sets, and let $V^{\prime}, W^{\prime} \in \Sigma^{*}$ be the strings obtained from $V$ and $W$ by replacing, for each $x$, the letter at position $x$ with the particular letter $a \in \Sigma$ for which the formula $\psi_{a}(x)$ is satisfied.
Let $\psi_{\text {Succ }}(x, y)$ be a $\mathrm{FO}\left(\varrho_{\Delta} \cup\{<,+, P\}\right)$-formula which, when interpreted in $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$, defines a successor relation on the domain. Let $V^{\prime \prime}, W^{\prime \prime} \in \Sigma^{*}$ be the strings obtained from reading the letters of $V^{\prime}$ and $W^{\prime}$ according to this particular successor relation.

Let $q$ be an upper bound on the quantifier rank of the formulas $\psi_{a}(x)$, for all $a \in \Sigma$. Then the following is true:
(i) $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(+1)$ sentences of quantifier rank at most $k:=k^{\prime}-$ $\max \left\{q, q r\left(\psi_{\text {Succ }}\right)\right\}$.
(ii) If $\psi_{\text {Ord }}(x, y)$ is a $\mathrm{FO}\left(\varrho_{\Delta} \cup\{<,+, P\}\right)$-formula which, when interpreted in $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$, defines the linear order that fits to the successor relation defined by $\psi_{\text {Succ }}(x, y)$, then $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(<)$ sentences of quantifier rank at most $k:=k^{\prime}-$ $\max \left\{q, \operatorname{qr}\left(\psi_{\text {Succ }}\right), q r\left(\psi_{\text {Ord }}\right)\right\}$.

Proof. $\operatorname{Ad}(a)$ : We apply Proposition A. 1 for $\tau:=\varrho_{\Gamma}$ and $\mathcal{A}:=(\underline{v},<)$ and $\mathcal{B}:=(\underline{w},<)$. By assumption we know that $\mathcal{A} \approx_{r} \mathcal{B}$. Letting $\alpha$ and $\beta$ be the mappings defined in Proposition A.1, we obtain that the duplicator has a winning strategy in the $k^{\prime \prime}$-round EF-game on
$\mathfrak{A}:=\left(\mathbb{Z},<,+, P, \alpha\left(\tau^{\mathcal{A}}\right)\right)$ and $\mathfrak{B}:=\left(\mathbb{Z},<,+, P, \beta\left(\tau^{\mathcal{B}}\right)\right)$
such that after the $k^{\prime \prime}$-th round the following holds true: Let, for every $i \in\left\{1, \ldots, k^{\prime \prime}\right\}, \mathfrak{a}_{i}$ and $\mathfrak{b}_{i}$ be the elements chosen in the $i$-th round on $\mathfrak{A}$ and $\mathfrak{B}$. Then we have
(I) $\mathfrak{a}_{i} \equiv \mathfrak{b}_{i}[m]$, for all $i \in\left\{1, \ldots, k^{\prime \prime}\right\}$, and
(II) $\left(\mathfrak{a}_{i}-\mathfrak{a}_{j}=\mathfrak{b}_{i}-\mathfrak{b}_{j}\right)$ or $\left(\left|\mathfrak{a}_{i}-\mathfrak{a}_{j}\right|>2 g\right.$ and $\left.\left|\mathfrak{b}_{i}-\mathfrak{b}_{j}\right|>2 g\right)$, for all $i, j \in\left\{1, \ldots, k^{\prime \prime}\right\}$.

We let $\mathfrak{A}^{\prime}:=(\underline{V},<,+, P)$ and $\mathfrak{B}^{\prime}:=(\underline{W},<,+, P)$. Recall that $P=\left\{p_{1}<p_{2}<p_{3}<\cdots\right\}$ and note that the string $V$ (resp. $W$ ) is defined in such a way that (when making the convention that the first letter of $H$ is at position 0 ), the first letter of $Q_{j}$ (resp. $R_{j}$ ) is at position $p_{j}$ (for each $j \geqslant 1$ ).

For showing that $\mathfrak{A}^{\prime} \approx_{k^{\prime}} \mathfrak{B}^{\prime}$, we use the duplicator's winning strategy in the $k^{\prime \prime}=2 k^{\prime}+3$-round EF-game on $\mathfrak{A}$ and $\mathfrak{B}$.

For finding a strategy for the duplicator in the game on $\mathfrak{A}^{\prime}$ and $\mathfrak{B}^{\prime}$, we let a "virtual duplicator" and a "virtual spoiler" play a game on $\mathfrak{A}$ and $\mathfrak{B}$ as follows: In the first three rounds, the "virtual spoiler" chooses positions $\mathfrak{a}_{1}:=0$, $\mathfrak{a}_{2}:=p_{d_{v}+1} \in P$ (i.e., the smallest element in $P$ that does not carry any of the letters in $\Gamma$ ), and $\mathfrak{a}_{3}:=\mathfrak{a}_{2}+|G|$ in the structure $\mathfrak{A}$. It is easy to see that - in order to win this "virtual" game on $\mathfrak{A}$ and $\mathfrak{B}$ in such a way that condition (II) is satisfied - the "virtual duplicator" has to answer with $\mathfrak{b}_{1}=0, \mathfrak{b}_{2}=p_{d_{w}+1}$ (i.e., the smallest element in $P$ that does not carry any of the letters in $\Gamma$ in $\mathfrak{B}$ ), and $\mathfrak{b}_{3}=\mathfrak{b}_{2}+|G|$. Note that $\mathfrak{a}_{3}$ (resp. $\mathfrak{b}_{3}$ ) is the smallest element that does not belong to the domain of $\mathfrak{A}^{\prime}$ (resp. $\mathfrak{B}^{\prime}$ ).

Now, for each $i \in\left\{1, \ldots, k^{\prime}\right\}$, the $i$-th round of the "real" game on $\mathfrak{A}^{\prime}$ and $\mathfrak{B}^{\prime}$ is played as follows: Let us assume that the spoiler chooses an $\mathfrak{a}_{i}^{\prime}$ in $\mathfrak{A}^{\prime}$ (the case where he chooses $\mathfrak{b}_{i}^{\prime}$ in $\mathfrak{B}^{\prime}$ is symmetric). To find a suitable answer $\mathfrak{b}_{i}^{\prime}$ in $\mathfrak{B}^{\prime}$, the duplicator plays two rounds (namely, rounds $2 i+2$ and $2 i+3$ ) of the "virtual" game as follows: first, she assumes that the "virtual spoiler" chooses in round $2 i+2$ the particular element $\mathfrak{a}_{2 i+2}$ which is the largest integer $\leqslant \mathfrak{a}_{i}^{\prime}$ that is congruent $h$ modulo $|U|$. Let $\mathfrak{b}_{2 i+2}$ be the "virtual duplicator's" answer in $\mathfrak{B}^{\prime}$.
Next, in round $2 i+3$, the "virtual spoiler" chooses $\mathfrak{a}_{2 i+3}:=$ $\mathfrak{a}_{i}^{\prime}$. As $\left|\mathfrak{a}_{2 i+3}-\mathfrak{a}_{2 i+2}\right|<|U| \leqslant m \leqslant g$, we obtain that according to condition (II), which is enforced by the "virtual duplicator's" winning strategy on $\mathfrak{A}$ and $\mathfrak{B}$, the "virtual duplicator" then answers with the particular element $\mathfrak{b}_{2 i+3}$ that has the same distance from $\mathfrak{b}_{2 i+2}$ as $\mathfrak{a}_{2 i+3}$ has from $\mathfrak{a}_{2 i+2}$, i.e., $\mathfrak{b}_{2 i+3}=\mathfrak{b}_{2 i+2}+\left(\mathfrak{a}_{i}^{\prime}-\mathfrak{a}_{2 i+2}\right)$.

Note that since $\mathfrak{a}_{2 i+3}=\mathfrak{a}_{i}^{\prime}$ is a position in $\mathfrak{A}^{\prime}$, we know that $0=\mathfrak{a}_{1} \leqslant \mathfrak{a}_{2 i+3}<\mathfrak{a}_{3}$. Thus, since the "virtual duplicator" wins the "virtual" game on $\mathfrak{A}$ and $\mathfrak{B}$, we also have $0=\mathfrak{b}_{1} \leqslant \mathfrak{b}_{2 i+3}<\mathfrak{b}_{3}$. Hence, $\mathfrak{b}_{2 i+3}$ belongs to the domain of $\mathfrak{B}^{\prime}$, and thus the duplicator in the "real" game on $\mathfrak{A}^{\prime}$ and
$\mathfrak{B}^{\prime}$ can choose the element $\mathfrak{b}_{i}^{\prime}:=\mathfrak{b}_{2 i+3}$ in $\mathfrak{B}^{\prime}$ as her answer in the $i$-th round of the "real" game on $\mathfrak{A}^{\prime}$ and $\mathfrak{B}^{\prime}$.

It is straightforward (but tedious) to check that after $k^{\prime}$ rounds of the "real" game on $\mathfrak{A}^{\prime}$ and $\mathfrak{B}^{\prime}$ (i.e., after $k^{\prime \prime}=$ $2 k^{\prime}+3$ rounds of the "virtual" game on $\mathfrak{A}$ and $\mathfrak{B}$ ), the duplicator has won the game on $\mathfrak{A}^{\prime}$ and $\mathfrak{B}^{\prime}$. - To see this, use the fact that the "virtual duplicator" wins the "virtual" game on $\mathfrak{A}$ and $\mathfrak{B}$ in such a way that the conditions (I) and (II) are satisfied, and note the following:

- If $\mathfrak{a}_{i}^{\prime}=\mathfrak{a}_{2 i+3}$ is one of the positions in $H$, then, in particular, $\mathfrak{a}_{i}^{\prime}<h \leqslant g$, and due to (II) we have $\mathfrak{b}_{i}^{\prime}=$ $\mathfrak{b}_{2 i+3}=\mathfrak{a}_{2 i+3}=\mathfrak{a}_{i}^{\prime}$. In particular, position $\mathfrak{a}_{i}^{\prime}$ in $\mathfrak{A}^{\prime}$ carries the same letter as position $\mathfrak{b}_{i}^{\prime}$ in $\mathfrak{B}^{\prime}$.
- Similarly, if $\mathfrak{a}_{i}^{\prime}=\mathfrak{a}_{2 i+3}$ is one of the positions in $G$, then $\mathfrak{b}_{i}^{\prime}=\mathfrak{b}_{2 i+3}$ has the same distance from $\mathfrak{b}_{3}$ as $\mathfrak{a}_{i}^{\prime}$ has from $\mathfrak{a}_{3}$. In particular, position $\mathfrak{b}_{i}^{\prime}$ in $\mathfrak{B}^{\prime}$ carries the same letter as position $\mathfrak{a}_{i}^{\prime}$ in $\mathfrak{A}^{\prime}$.
- With the same reasoning one obtains that if $\mathfrak{a}_{i}^{\prime}$ is a position that neither belongs to $H$ nor to $G$, then also $\mathfrak{b}_{i}^{\prime}$ is a position that neither belongs to $H$ nor to $G$. Furthermore, we know from (I) that $\mathfrak{a}_{i}^{\prime} \equiv \mathfrak{b}_{i}^{\prime}[m]$ and, since $m$ is a multiple of $|U|$, also $\mathfrak{a}_{i}^{\prime} \equiv \mathfrak{b}_{i}^{\prime}[|U|]$.
Along the particular choice of the duplicator's strategy, it is not difficult to see that there exists a $p \in P$ such that $0 \leqslant \mathfrak{a}_{i}^{\prime}-p<|U|$ if, and only if, there exists a $q \in$ $P$ such that $\mathfrak{b}_{i}^{\prime}-q=\mathfrak{a}_{i}^{\prime}-p$, and, moreover, position $p$ in $\mathfrak{A}$ carries the same letter from $\Gamma$ as position $q$ in $\mathfrak{B}$ (to see this note that, if such $p$ and $q$ exist, then $p=\mathfrak{a}_{2 i+2}$ and $q=\mathfrak{b}_{2 i+2}$ ).
Recall that $|U|=\left|Q_{j}\right|=\left|R_{j}\right|($ for any $j \geqslant 1)$.
- If, for $p, q \in P, \mathfrak{a}_{i}^{\prime}-p=\mathfrak{b}_{i}^{\prime}-q=: \delta \in$ $\{0, \ldots,|U|-1\}$, then we know from the particular choice of $V$ and $W$ that both, $\mathfrak{a}_{i}^{\prime}$ in $\mathfrak{A}^{\prime}$ and $\mathfrak{b}_{i}^{\prime}$ in $\mathfrak{B}^{\prime}$ carry the same letter (namely, the ( $\delta+1$ )-st letter of $U_{\gamma}$, where $\gamma$ is the particular letter that positions $p$ and $q$ carry in $\mathfrak{A}$ and $\mathfrak{B}$.
- On the other hand, if there do not exist $p, q \in$ $P$ such that $0 \leqslant \mathfrak{a}_{i}^{\prime}-p<|U|$ and $0 \leqslant \mathfrak{b}_{i}^{\prime}-$ $q<|U|$, then we immediately obtain from the definition of $V$ and $W$ and from the fact that $\mathfrak{a}_{i}^{\prime} \equiv$ $\mathfrak{b}_{i}^{\prime}[|U|]$, that $\mathfrak{a}_{i}^{\prime}$ in $\mathfrak{A}^{\prime}$ and $\mathfrak{b}_{i}^{\prime}$ in $\mathfrak{B}^{\prime}$ both carry the $(\delta+1)$-st letter of $U$, for the particular number $\delta \in\{0, \ldots,|U|-1\}$ with $\mathfrak{a}_{i}^{\prime} \equiv h+\delta[|U|]$.

Altogether, this completes the proof of part (a) of Lemma A.2.
$A d(b)$ : Let $\varphi$ a + -inv- $\mathrm{FO}(+1)$-sentence of vocabulary $\varrho_{\Sigma} \cup\{+1,+\}$ and of quantifier rank at most $k$. Our aim is to show that $V^{\prime \prime} \models \varphi \Longleftrightarrow W^{\prime \prime} \models \varphi$.

To this end let $\tilde{\varphi}$ be the $\mathrm{FO}\left(\varrho_{\Delta} \cup\{<,+, P\}\right)$-sentence obtained from $\varphi$ by replacing every atom of the form $P_{a}(x)$ (for $a \in \Sigma$ ) by the formula $\psi_{a}(x)$, and replacing every atom of the form $E(x, y)$ by the formula $\psi_{\text {Succ }}(x, y)$. It is not difficult to see that

$$
\begin{aligned}
&(\underline{V},<,+, P)=\tilde{\varphi} \quad \Longleftrightarrow \quad V^{\prime \prime} \models \varphi, \quad \text { and } \\
&(\underline{W},<,+, P) \models \tilde{\varphi} \quad \Longleftrightarrow \quad W^{\prime \prime} \models \varphi .
\end{aligned}
$$

Furthermore, $\tilde{\varphi}$ has quantifier rank at most $k^{\prime}=k+$ $\max \left\{q, \operatorname{qr}\left(\psi_{\text {Succ }}\right)\right\}$. From part (a) of the lemma we know that $(\underline{V},<,+, P) \approx_{k^{\prime}}(\underline{W},<,+, P)$.
Thus, $(\underline{V},<,+, P) \models \tilde{\varphi} \Longleftrightarrow(\underline{W},<,+, P) \models \tilde{\varphi}$.
In summary, we obtain that $V^{\prime \prime} \models \varphi \Longleftrightarrow W^{\prime \prime} \models \varphi$. I.e., $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(+1)$-sentences of quantifier rank at most $k$, and the proof of part (b) (i) of Lemma A. 2 is complete. The proof of part (b) (ii) follows along the same lines.

Let us give an easy example of how to use Lemma A.2.
Example A.3. In this example we show that the language $L:=\left\{a^{n} b^{n}: n \in \mathbb{N}\right\}$ is $\mathrm{FO}(<,+)$-definable, but not + -inv-FO $(<)$-definable.

It is easy to see that $L$ is $\mathrm{FO}(<,+)$-definable via a sentence which expresses that there exists a position $x$ such that all positions $\leqslant x$ carry the letter $a$, all positions $>x$ carry the letter $b$, and $x+x+1$ is the maximum position in the domain.

A simple application of Lemma A. 2 shows that $L$ is not + -inv- $\mathrm{FO}(<)$-definable: For contradiction, assume that $L$ is definable by a + -inv- $\mathrm{FO}(<)$-sentence $\varphi$. Aiming at applying Lemma A.2, choose $\Sigma=\Delta=\{a, b\}$ and $\Gamma=\{\mathbf{0}, \mathbf{1}\}$. Let $k^{\prime}:=1+q r(\varphi)$. Let $H=G=\varepsilon$ and $U=a b, U_{0}=a a$, and $U_{1}=b b$. Choose $m:=|U|=2$ and let $h, g, k^{\prime \prime}$ and $r:=r\left(m, h, g, k^{\prime \prime}\right)$ and $P \subseteq \mathbb{N}$ and $i_{j}($ for $j \in \mathbb{N}$ ) be chosen as in Lemma A.2.

We let $d \in \mathbb{N}_{\geqslant 1}$ be large enough such that

$$
(\underline{v},<) \approx_{r}(\underline{w},<)
$$

for the strings $v:=\mathbf{0}^{d} \mathbf{1}^{d}$ and $w:=\mathbf{0}^{d} \mathbf{1}^{d+1}$ (an easy EF-game argument shows that any $d>2^{r}$ will do, see e.g. [11]).
Let $V$ and $W$ be chosen as in Lemma A.2, i.e.,

$$
\begin{aligned}
V & =(a b)^{i_{0}}\left(a a(a b)^{i_{j}}\right)_{j=1, \ldots, d}\left(b b(a b)^{i_{j}}\right)_{j=d+1, \ldots, 2 d} \\
W & =V\left(b b(a b)^{i_{2 d+1}}\right)
\end{aligned}
$$

Note that for $\ell_{V}:=\sum_{j=0}^{2 d} i_{j}$ and $\ell_{W}:=\ell_{V}+i_{2 d+1}$, the following is true: The string $V$ consists of $n_{V}:=\ell_{V}+2 d$ occurrences of the letter $a$ and $n_{V}$ occurrences of the letter $b$. The string $W$ consists of $n_{W}:=\ell_{W}+2 d$ occurrences of the letter $a$ and $n_{W}+2$ occurrences of the letter $b$.

Aiming at applying part (b) of Lemma A.2, let $\psi_{a}(x):=$ $P_{a}(x)$ and $\psi_{b}(x):=P_{b}(x)$. Furthermore, let $\psi_{O r d}(x, y)$ be a quantifier-free formula which, when interpreted in $(\underline{V},<)$ and $(\underline{W},<)$, defines a linear order on the domain of $\underline{\bar{V}}$ and $\underline{W}$, in which the positions that carry the letter a precede all positions that carry the letter $b$. For example, we can choose

$$
\begin{aligned}
& \psi_{O r d}(x, y):= \\
& \left(P_{a}(x) \wedge P_{b}(y)\right) \vee \bigvee_{c \in\{a, b\}}\left(x<y \wedge P_{c}(x) \wedge P_{c}(y)\right)
\end{aligned}
$$

Finally, let $\psi_{\text {Succ }}(x, y)$ be a formula (of quantifier rank 1) that defines the successor relation that corresponds to the linear order defined by $\psi_{O r d}(x, y)$. Then, the strings $V^{\prime \prime}$ and $W^{\prime \prime}$ chosen in Lemma A. 2 (b) are exactly the strings $V^{\prime \prime}=$ $a^{n_{V}} b^{n_{V}}$ and $W^{\prime \prime}=a^{n_{W}} b^{n_{W}+2}$. In particular, $V^{\prime \prime} \in L$ and $W^{\prime \prime} \notin L$.

From Lemma A. 2 (b) (ii) we obtain that $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(<)$-sentences of quantifier rank at most $k=k^{\prime}-1$. Since, by our assumption, $L$ is definable by a + -inv- $\mathrm{FO}(<)$-sentence $\varphi$ of quantifier rank $k$, this is a contradiction to the fact that $V^{\prime \prime} \in L$ and $W^{\prime \prime} \notin L$.

## B Proofs omitted in Section 3

## B. 1 Missing elements in the proof of Theorem 3.6

## Proof of Proposition 3.8:

We start by defining $q$ and then prove the proposition by induction on $k$.

Let $L$ be a regular language. Recall that $=_{L}$ denotes the syntactic congruence of $L$. Let $\mu_{L}$ be the syntactic morphism of $L$, i.e. the morphism sending a word $u \in \Sigma^{*}$ to its syntactic equivalence class: $\mu_{L}(u)=\mu_{L}(v)$ iff $u=L v$. Recall that $=L$ has only finitely many equivalence classes.

Fix a number $p$ and let $\Sigma^{p}$ be the strings of length $p$. Let $M_{p}$ be the syntactic classes of the strings of length $p$ : $M_{p}=\mu_{L}\left(\Sigma^{p}\right)$. As we have only finitely many equivalence classes there must be $p<p^{\prime}$ such that $M_{p}=M_{p^{\prime}}$. Note that this implies that for any $i>p$ and $j \in \mathbb{N}$, we have $M_{i}=$ $M_{i+j\left(p^{\prime}-p\right)}$. Let $p_{1}, j \in \mathbb{N}$ be such that $p=p_{1}+j\left(p^{\prime}-p\right)$ and $p_{1}<\left(p^{\prime}-p\right)$. Let $q=p^{\prime}-p_{1}$. Notice that we have $2 q=q+p^{\prime}-p_{1}=q+p_{1}+j\left(p^{\prime}-p\right)+\left(p^{\prime}-p\right)-p_{1}=$ $q+(j+1)\left(p^{\prime}-p\right)$. Hence we have $M_{q}=M_{2 q}$. A simple induction shows that if $u$ has length 0 modulo $q$ we have $\mu_{L}(u) \in M_{q}$. When combined with closure under modulo transfer this yield the following interesting property (known as quasi aperiodicity [19]):

$$
\begin{equation*}
\forall x \in \Sigma^{*},|x| \equiv 0[q] \text { implies } x^{\omega}=\angle x^{\omega+1} \tag{11}
\end{equation*}
$$

Indeed, consider $x$ such that $|x| \equiv 0[q]$. By the remark above we have $\mu_{L}\left(x^{\omega}\right) \in M_{q}$. Hence there exist $z$ of length
$q$ such that $z={ }_{L} x^{\omega}$. By closure under modulo transfer we have $x^{\omega} x z^{\omega}=L x^{\omega} z^{\omega} z$. By definition of $\omega$ we have $x^{\omega} x z^{\omega}=L x^{\omega+1}$ and $x^{\omega} z^{\omega} z=L x^{\omega}$ and (11) is proved.

Hence for any string $u$ and any $j \in \mathbb{N}$, we have

$$
\begin{equation*}
j|u| \equiv 0[q] \text { implies } u^{\omega}=\left\llcorner u^{\omega+j}\right. \tag{12}
\end{equation*}
$$

because $u^{\omega}={ }_{L}\left(u^{j}\right)^{\omega}$ and by (11) $\left(u^{j}\right)^{\omega}={ }_{L}\left(u^{j}\right)^{\omega+1}={ }_{L}$ $u^{\omega+j}$.

In particular, by taking $j=q$ in (12), in the proof below, we can assume we have enough copies of $v_{i}^{q}$ available, so that any negative integer that may occur is treated as its positive counterpart modulo $q$.

We now show that $q$ has the desired property by induction on $k$.

If $k=1$, hypothesis (4) yields $\delta_{1}\left|v_{1}\right| \equiv 0[q]$. Therefore, from (12), we obtain

$$
X_{1} v_{1}^{\omega} X_{2} \in L \quad \text { iff } \quad X_{1} v_{1}^{\omega+\delta_{1}} X_{2} \in L
$$

as required.
Assume now that $k>1$. Set $\alpha_{i}=\left|v_{i}\right|$ for $1 \leqslant i \leqslant k$. Let $d$ be the greatest common divisor (gcd), of $q, \alpha_{2}, \cdots, \alpha_{k}$. Then we have by equation (4) that $d$ also divides $\delta_{1} \alpha_{1}$. Let $q^{\prime}=q / d$ and, for $j>1, \alpha_{j}^{\prime}=\alpha_{j} / d$. Because of $\delta_{1} \cdot q^{\prime} \cdot \alpha_{1}=\delta_{1} \cdot \alpha_{1}^{\prime} \cdot q \equiv 0[q]$, by the observation above we have

$$
\begin{equation*}
v_{1}^{\omega}=L \quad v_{1}^{\omega} v_{1}^{\delta_{1} q^{\prime}} \tag{13}
\end{equation*}
$$

By the closure of $L$ under modulo transfers, applied with $x=v_{1}^{\delta_{1} \cdot \alpha_{j}^{\prime}}, z=v_{j}^{\delta_{1} \cdot \alpha_{1}^{\prime}}$ (notice that $|x|=|z|$ ), we also have for all $x^{\prime} \in \Sigma^{*}$ :

$$
\begin{equation*}
v_{1}^{\omega} v_{1}^{\delta_{1} \alpha_{j}^{\prime}} x^{\prime} v_{j}^{\omega}=L \quad v_{1}^{\omega} x^{\prime} v_{j}^{\omega} v_{j}^{\delta_{1} \alpha_{1}^{\prime}} \tag{14}
\end{equation*}
$$

By Bézout's identity ${ }^{3}$ there exist $\beta_{1}, \ldots, \beta_{k} \in \mathbb{Z}$ such that $1=\beta_{1} q^{\prime}+\beta_{2} \alpha_{2}^{\prime}+\cdots+\beta_{k} \alpha_{k}^{\prime}$. Thus, we have

$$
\begin{equation*}
\delta_{1}=\beta_{1} \delta_{1} q^{\prime}+\beta_{2} \delta_{1} \alpha_{2}^{\prime}+\cdots+\beta_{k} \delta_{1} \alpha_{k}^{\prime} \tag{15}
\end{equation*}
$$

By replacing in $x_{1} v_{1}^{\omega} v_{1}^{\delta_{1}} x_{2} v_{2}^{\omega} v_{2}^{\delta_{2}} \cdots x_{k} v_{k}^{\omega} v_{k}^{\delta_{k}} x_{k+1}, \delta_{1}$ by the value provided by (15) and applying equations (13) and (14) to each of the terms $v_{1}^{\beta_{1} \delta_{1} q^{\prime}}, v_{1}^{\beta_{2} \delta_{1} \alpha_{2}^{\prime}}, \ldots, v_{1}^{\beta_{k} \delta_{1} \alpha_{k}^{\prime}}$, we obtain:

$$
\begin{align*}
x_{1} v_{1}^{\omega} v_{1}^{\delta_{1}} x_{2} v_{2}^{\omega} v_{2}^{\delta_{2}} & \cdots x_{k} v_{k}^{\omega} v_{k}^{\delta_{k}} x_{k+1} \\
& =\left\llcorner\quad x_{1} v_{1}^{\omega} x_{2} v_{2}^{\omega} v_{2}^{\delta_{2}^{\prime}} \cdots x_{k} v_{k}^{\omega} v_{k}^{\delta_{k}^{\prime}} x_{k+1}\right. \tag{16}
\end{align*}
$$

where, for $j>1, \delta_{j}^{\prime}=\delta_{j}+\delta_{1} \alpha_{1}^{\prime} \beta_{j}$.
Consider now $\Delta=\delta_{2}^{\prime} \alpha_{2}+\cdots+\delta_{k}^{\prime} \alpha_{k}=\delta_{2} \alpha_{2}+\cdots+$ $\delta_{k} \alpha_{k}+\delta_{1} \alpha_{1}^{\prime}\left(\beta_{2} \alpha_{2}+\cdots+\beta_{k} \alpha_{k}\right)$. Notice that $\left(\beta_{2} \alpha_{2}+\cdots+\right.$ $\left.\beta_{k} \alpha_{k}\right)=d\left(1-\beta_{1} q^{\prime}\right) \equiv d[q]$ and recall that $\delta_{1} \alpha_{1}^{\prime} d=$

[^2]$\delta_{1} \alpha_{1}$. Thus $\Delta \equiv \delta_{1} \alpha_{1}+\cdots+\delta_{k} \alpha_{k} \equiv 0[q]$, and we can conclude by induction that
\[

x_{2} v_{2}^{\omega} v_{2}^{\delta_{2}^{\prime}} \cdots x_{k} v_{k}^{\omega} v_{k}^{\delta_{k}^{\prime}} x_{k+1}\left($$
\begin{array}{l} 
\\
 \tag{17}\\
=L \quad x_{2} v_{2}^{\omega} \cdots x_{k} v_{k}^{\omega} x_{k+1} .
\end{array}
$$\right.
\]

Combining (16) and (17) yields the desired result.

## Proof of part (b) of Proposition 3.11:

Let $N_{0}=q^{2}$. The following claim will be useful in the proof.

Claim B.1. If $w$ is accepted by $B$, in the decomposition $w_{1} \cdots w_{n}$ given by Lemma 3.10 such that $w_{1} u_{1}^{\delta_{1}} w_{2} u_{2}^{\delta_{2}} \cdots w_{n}$ is accepted by $A$, we can assume without loss of generality that $n \leqslant N_{0}$.

Proof. Assume that $n>N_{0}$, and let $\alpha_{i}<q$ such that $\alpha_{i} \equiv \delta_{i} \cdot\left|u_{i}\right|$ [q]. From the choice of $n$ we can find $j_{1}, \ldots, j_{q}$ such that $\alpha_{j_{m}}=\alpha_{j_{1}}$ for all $m \leqslant q$. Hence, we have $\sum_{m} \delta_{j_{m}}\left|u_{j_{m}}\right| \equiv q \cdot \alpha_{j_{1}} \equiv 0 \quad[q]$. We can therefore apply Proposition 3.8 and remove those $u_{j_{m}}^{\delta_{j m}}$ without affecting membership in $\mathcal{L}(A)$. By Lemma 3.10 this yields a new decomposition $w=w_{1}^{\prime} \cdots w_{n^{\prime}}^{\prime}$ with $n^{\prime}=n-q$.

For the proof of part (b) of Proposition 3.11, let us assume $v$ and $P$ form a counter for the minimal deterministic automaton $B^{\prime}$ equivalent to $B$. Recall that this means that $|P|>1$. Assume for the sake of a contradiction that $v$ is not a counter for $A$. Hence there exists some $m$ such that $v^{m}=\mathcal{L}(A) v^{m+1}$.

Let $X$ be a string such that the run of $B^{\prime}$ on that string gives a state of $P$, and consider a string $Y$ such that $X Y$ is accepted by $B^{\prime}$. Because $(v, P)$ is a counter for $B^{\prime}$, the string $X v^{\delta} Y$ is accepted by $B^{\prime}$ for any $\delta$ that is a multiple of $|P|$. By applying Lemma 3.10 with $w:=X v^{\delta} Y$, we obtain appropriate extensions (in the sense of the lemma) $X^{\prime}, Y^{\prime}$ of $X, Y$, and numbers $n_{j}, \alpha_{j}$ and strings $v_{1 j}, v_{2 j}$ such that $v=v_{1 j} v_{2 j}$, for all $j \in J$, where $J$ is a suitable finite set, such that the string

$$
X^{\prime}\left(v^{n_{j}} v_{1 j} u^{\alpha_{j}} v_{2 j}\right)_{j \in J} Y^{\prime}
$$

is accepted by $A$.
By Claim B. 1 we can assume that $|J| \leqslant N_{0}$. By taking for $\delta$ any multiple of $|P|$ larger than $m N_{0}$, we can make sure that one of the $n_{j}$ is bigger than $m$. Because $v^{m}=\mathcal{L}_{\mathcal{L}(A)} v^{m+1}$, we can insert there one extra copy of $v$ while still being accepted by $A$. By Lemma 3.10 this implies that $X v^{\delta+1} Y$ is accepted by $B^{\prime}$. Because $\delta$ is a multiple of $|P|$, this implies that $X v Y$ is accepted by $B^{\prime}$.

As all implications above can be reversed, we also have that if $X_{v} Y$ is accepted by $B^{\prime}$, then also $X V$ is accepted by $B^{\prime}$. Therefore, we have shown that for all $Y, X Y$ is
accepted by $B^{\prime}$ iff $X v Y$ is accepted by $B^{\prime}$. Hence, since $B^{\prime}$ is minimal, the state reached by $B^{\prime}$ after evaluating $X v$ is the same as the state reached by $B^{\prime}$ after evaluating $X$. This contradicts the fact that $|P|>1$.

Altogether, we have shown that if $(v, P)$ is a counter of $B^{\prime}$, then $v$ is a counter of $A$. It remains to show that if $v$ was a counter for $A$, then $v$ is no longer a counter for $B^{\prime}$. This is essentially a consequence of the construction of $B$, which is designed for removing the counters of $A$.

Let $v$ be a counter of $A$ and assume that for some $P$, $(v, P)$ is a counter for $B^{\prime}$. Consider again a string $X$ such that the run of $B^{\prime}$ on that string gives a state of $P$, and consider a string $Y$ such that $X Y$ is accepted by $B$. Because $(v, P)$ is a counter for $B^{\prime}$, we also have that $X v^{\delta} Y$ is accepted by $B^{\prime}$, for any $\delta$ that is a multiple of $|P|$. Consider now an accepting run of $B$ on $X v^{\omega q|P|} Y$, and consider the states reached by $B$ at the end of each of the last $l q$ copies of $v$ in the sequence between $X$ and $Y$. Some state $p$ must repeat. There are two cases.

In the first one, a different state $q$ occurs between the two occurrences of $p$. Then we have a non-trivial loop and $p$ is part of a counter for $v$. In this case, $B$ could therefore make a non-deterministic move and accept also the string $X v^{\omega q|P|+1} Y$ and therefore $X v Y$.

In the second case, from $p$, after reading $v, B$ returns to state $p$, and therefore $B$ could read one more copy of $v$ and accept $X v^{\omega q|P|+1} Y$.

In both cases, $B^{\prime}$ accepts $X_{v} Y$. Similarly, one can show that if $X v Y$ is accepted by $B^{\prime}$ then $X Y$ is also accepted by $B^{\prime}$. As this is true for all $Y$, the state reached by $B^{\prime}$ after evaluating $X_{v}$ is the same as the state reached by $B^{\prime}$ after evaluating $X$. This contradicts the fact that $|P|>1$ and concludes the proof of part (b) of Proposition 3.11.

## B. 2 Proof of Theorem 3.13

## Proof of Theorem 3.13:

Let $L \subseteq \Sigma^{*}$ be a regular language definable in + -inv-FO(+1). Let $S_{L}$ be the syntactic monoid of $L$, i.e., $S_{L}$ is the set of equivalence classes of the syntactic congruence $=L$.

For showing that $L$ is closed under swaps, we let $e, f, x, y, z$ be elements of $S_{L}$ such that $e$ and $f$ are idempotent. Furthermore, we let $E, F, X, Y, Z \in \Sigma^{*}$ be shortest strings in $e, f, x, y, z$, respectively.

Our goal is to prove that exfyezf=ezfyexf. For showing this, let $A$ and $B$ be arbitrary stings in $\Sigma^{*}$. It should be clear that, in order to prove the theorem, it suffices to find natural numbers $n_{V}, n_{V}^{\prime}, n_{W}$, and $n_{W}^{\prime}$ for which we
can show that

$$
\begin{align*}
& \underbrace{A E^{n_{v}} X F^{n_{V}} Y E^{n_{v}^{\prime}} Z F^{n_{V}^{\prime}} B}_{=: V^{\prime \prime}} \in L  \tag{18}\\
\Longleftrightarrow & \underbrace{A E^{n_{w}} Z F^{n_{w}} Y E^{n_{w}^{\prime}} X F^{n_{w}^{\prime}} B}_{=: W^{\prime \prime}} \in L
\end{align*}
$$

Aiming at applying Lemma A. 2 we let $\Delta$ be the alphabet

$$
\Sigma \times\{A, B, E, F, X, Y, Z\} \times\{\text { start },-\} \times\{\text { end },-\}
$$

With each of the words $A, B, E, F, X, Y, Z$, we associate words $\tilde{A}, \tilde{B}, \tilde{E}, \tilde{F}, \tilde{X}, \tilde{Y}, \tilde{Z}$ in $\Delta^{*}$ as follows:

- If $A=A_{1} A_{2} \cdots A_{\ell}$ with $A_{j} \in \Sigma$, then $\tilde{A}:=\tilde{A}_{1} \tilde{A}_{2} \cdots \tilde{A}_{\ell}$ with $\tilde{A}_{j}:=\left(A_{j}, A, \mu, \nu\right)$, where ( $\mu=$ start $\Longleftrightarrow j=1$ ) and $(\nu=$ end $\Longleftrightarrow j=\ell)$.
- The words $\tilde{B}, \tilde{E}, \tilde{F}, \tilde{X}, \tilde{Y}, \tilde{Z}$ are defined analogously.

Furthermore, let $\Gamma:=\{\mathbf{1}\}$, and let $k^{\prime}:=k+7$, where $k$ is the quantifier rank of the + -inv- $\mathrm{FO}(+1)$-sentence $\varphi$ that, by assumption, defines $L$. Furthermore, we let

$$
\begin{aligned}
H:=\tilde{A} \tilde{X} \tilde{Y} \tilde{Z} \tilde{B}, & U:=\tilde{E} \tilde{F} \tilde{E} \tilde{F} \\
G:=\tilde{E} \tilde{F} \tilde{E} \tilde{F} \tilde{E} \tilde{F} \tilde{E} \tilde{F}, & U_{\mathbf{1}}:=U
\end{aligned}
$$

We choose $m:=|U|$ and let $h, g, k^{\prime \prime}$ and $r:=$ $r\left(m, h, g, k^{\prime \prime}\right)$ and $P=\left\{p_{1}, p_{2}, \ldots\right\} \subseteq \mathbb{N}$ and $i_{j}($ for $j \in \mathbb{N})$ be chosen as in Lemma A.2. We let $d \in \mathbb{N}$ be a large enough even number such that $(\underline{v},<) \approx_{r}(\underline{w},<)$ for $v=\mathbf{1}^{d-1}$ and $w=\mathbf{1}^{d}$ (an easy EF-game argument shows that any $d>2^{r}+1$ will do, see e.g. [11]).

Let $V$ and $W$ be chosen as in Lemma A.2. I.e., $V$ is

$$
\tilde{A} \tilde{X} \tilde{Y} \tilde{Z} \tilde{B}(\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{i_{0}}\left((\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{1+i_{j}}\right)_{j=1}^{d-1} \tilde{E} \tilde{F} \tilde{E} \tilde{F} \quad \tilde{E} \tilde{F} \tilde{E} \tilde{F}
$$

and $W$ is

$$
\tilde{A} \tilde{X} \tilde{Y} \tilde{Z} \tilde{B}(\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{i_{0}}\left((\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{1+i_{j}}\right)_{j=1}^{d} \tilde{E} \tilde{F} \tilde{E} \tilde{F} \quad \tilde{E} \tilde{F} \tilde{E} \tilde{F}
$$

Aiming at applying part (b) of Lemma A. 2 we let, for each $a \in \Sigma, \psi_{a}(x)$ be a (quantifier-free) formula that states that there exist $\left(j_{1}, j_{2}, j_{3}\right) \in\{A, B, E, F, X, Y, Z\} \times$ $\{$ start,-$\} \times\{$ end,-$\}$ such that the letter at position $x$ is $\left(a, j_{1}, j_{2}, j_{3}\right) \in \Delta$ : the formula $\psi_{a}(x)$ is simply the disjunction of the formulas $P_{\left(a, j_{1}, j_{2}, j_{3}\right)}(x)$ for all $\left(j_{1}, j_{2}, j_{3}\right) \in$ $\{A, B, E, F, X, Y, Z\} \times\{$ start,-$\} \times\{$ end,-$\}$. Then, the words $V^{\prime}$ and $W^{\prime}$ defined in Lemma A. 2 are identical to the words $V$ and $W$, where each letter in $\Delta$ is restricted to its first component.

We let

$$
\begin{aligned}
& \ell_{V}:=\quad i_{0}+\left(\sum_{j=1}^{d-1}\left(1+i_{j}\right)\right)+2 \\
& \ell_{W}:=\quad i_{0}+\left(\sum_{j=1}^{d-1}\left(1+i_{j}\right)\right)+\left(1+i_{d}\right)+2
\end{aligned}
$$

Note that

$$
\begin{aligned}
V^{\prime} & =A X Y Z B(E F E F)^{\ell_{v}} \\
W^{\prime} & =A X Y Z B(E F E F)^{\ell_{w}} .
\end{aligned}
$$

We choose

$$
n_{V}:=n_{V}^{\prime}:=\ell_{V}, \quad \begin{align*}
& n_{W}:=\ell_{W}+1  \tag{19}\\
& n_{W}^{\prime}:=\ell_{W}-1
\end{align*}
$$

and let

$$
\begin{aligned}
V^{\prime \prime} & :=A E^{n_{v}} X F^{n_{v}} Y E^{n_{v}^{\prime}} Z F^{n_{v}^{\prime}} B, \\
W^{\prime \prime} & :=A E^{n_{w}} Z F^{n_{w}} Y E^{n_{w}^{\prime}} X F^{n_{w}^{\prime}} B .
\end{aligned}
$$

Claim B.2. There is a $\mathrm{FO}\left(\tau_{\Delta} \cup\{<,+, P\}\right)$-formula $\psi_{\text {Succ }}(x, y)$ of quantifier rank at most $7^{4}$ which, when interpreted in $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$, defines a successor relation on the domain such that, when reading the letters of $V^{\prime}$ and $W^{\prime}$ according to this particular successor relation, one obtains the words $V^{\prime \prime}$ and $W^{\prime \prime}$.

Before proving this claim, let us first note that part (b) (i) of Lemma A. 2 then tells us that $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(+1)$-sentences of quantifier rank at most $k=$ $k^{\prime}-7$. Since $k$ is the quantifier rank of the + -inv- $\mathrm{FO}(+1)$ sentence $\varphi$ which, by assumption, defines $L$, we conclude that $V^{\prime \prime} \in L \Longleftrightarrow W^{\prime \prime} \in L$. Recalling equation (18), the proof of Theorem 3.13 therefore is complete after having proved Claim B.2.

Proof of Claim B.2: Note that $V^{\prime}$ and $W^{\prime}$ are "permutations" of $V^{\prime \prime}$ and $W^{\prime \prime}$ in the following sense: $V^{\prime}$ - as well as $V^{\prime \prime}$ - contains one occurrence of each of the substrings $A, X, Y, Z, B$, and $n_{V}+n_{V}^{\prime}=2 \ell_{V}$ occurrences of each of the substrings $E$ and $F$ (and the analogous statement holds for $W^{\prime}$ and $W^{\prime \prime}$ ).

Furthermore, when making the convention that the leftmost position of $\tilde{A}$ is the position 0 , we have the following situation: the $\tilde{E}$ directly right to the prefix

$$
\tilde{A} \tilde{X} \tilde{Y} \tilde{Z} \tilde{B}(\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{i_{0}}
$$

starts at position $p_{1}$. Similarly, for every $j^{\prime} \in\{1, \ldots, d\}$, we have that the $\tilde{E}$ directly right to the prefix

$$
\tilde{A} \tilde{X} \tilde{Y} \tilde{Z} \tilde{B}(\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{i_{0}}\left((\tilde{E} \tilde{F} \tilde{E} \tilde{F})^{1+i_{j}}\right)_{j=1}^{j^{\prime}}
$$

starts at position $p_{j^{\prime}+1}$.
The formula $\psi_{\text {Succ }}(x, y)$ defines the following successor relation Succ (where "leftmost", "rightmost", "first", and "last" always corresponds to the natural linear order $<$ available in the schema):

[^3]1. The first position of Succ is the first position of the natural linear order $<$.
2. Within each substring of the form $\tilde{A}, \tilde{X}, \tilde{Y}, \tilde{Z}, \tilde{B}, \tilde{E}$, $\tilde{F}$, Succ corresponds to the successor associated with the natural linear order $<$. Note that because we use $\tilde{A}, \tilde{X}, \tilde{Y}, \ldots$ instead of $A, X, Y, \ldots$, it is definable in FO whether we are in this case.
3. The Succ-successor of the last position in $\tilde{A}$ (i.e., the unique position that carries a letter of the form ( $a, A, j$, end ) with $a \in \Sigma$ and $j \in\{$ start,-$\}$ ) is the first position of the first occurrence, relative to $<$, of $\tilde{E}$.
4. The Succ-successor of the last position of the last-butone occurrence, relative to $<$, of $\tilde{E}$ is the first position of $\tilde{X}$.
5. The Succ-successor of the last position in $\tilde{X}$ is the first position of the last-but-one occurrence, relative to $<$, of $\tilde{F}$.
6. The Succ-successor of the last position of the first occurrence, relative to $<$, of $\tilde{F}$ is the first position of $\tilde{Y}$.
7. The Succ-successor of the last position of $\tilde{Y}$ is the first position of the second occurrence, relative to $<$, of $\tilde{E}$.
8. The Succ-successor of the last position of the last occurrence, relative to $<$, of $\tilde{E}$ is the first position of $\tilde{Z}$.
9. The Succ-successor of the last position of $\tilde{Z}$ is the first position, relative to $<$, of the last occurrence of $\tilde{F}$.
10. The Succ-successor of the last position of the second occurrence, relative to $<$, of $\tilde{F}$ is the first position of $\tilde{B}$.
11. The last position in $\tilde{B}$ is the last position of Succ.
12. The Succ-successor of the last position (denoted $x$ in the following) of an occurrence, relative to $<$, of $\tilde{E}$ that is neither the last nor the last-but-one occurrence, relative to $<$, of $\tilde{E}$, is chosen as follows:

- If this particular $\tilde{E}$ starts at a position that belongs to $P$, then the Succ-successor of $x$ is the first position of the next (relative to $<$ ) occurrence of $\tilde{E}$.
- If the next (relative to $<$ ) occurrence of $\tilde{E}$ starts at a position that belongs to $P$, then the Succ-successor of $x$ is the first position (denoted $y$ in the following) of the next-but-next-but-one occurrence of $\tilde{E}$. (I.e., between $x$ and $y$ there are 2 occurrences of $\tilde{E}$.)
- In all other cases, the Succ-successor of $x$ is the first position of the next-but-one (relative to $<$ ) occurrence of $\tilde{E}$.

13. The Succ-successor of the last position (denoted $x$ in the following) of an occurrence of $\tilde{F}$ that is neither the first nor the second occurrence, relative to $<$, of $\tilde{F}$, is chosen as follows: Let $x^{\prime}$ be the starting position of the particular occurrence of $\tilde{E}$ that ends directly to the left of $x$, and let $y^{\prime}$ be such that $x^{\prime}$ is the Succ-successor of $y^{\prime}$ (note that this $y^{\prime}$ is uniquely defined in item 12 , and $y^{\prime}$ is the last position of a particular occurrence of $\tilde{E}$ ). Then, the Succ-successor of $x$ is the first position of the first occurrence of $\tilde{F}$ to the right of $y^{\prime}$. (Thus, in some sense, the Succ-successors corresponding to $\tilde{F}$ s are the "reversed"versions of the Succ-successors corresponding to $\tilde{E}$ s.)

Note that in $(\underline{V},<,+, P)$, the predicate $P$ is interpreted by the set $P^{V}=\left\{p_{1}, \ldots, p_{d}\right\}$. In $(\underline{W},<,+, P)$, the predicate $P$ is interpreted by the set $P^{W}=\left\{p_{1}, \ldots, p_{d}, p_{d+1}\right\}$. Recall that $d$ is even. Note that the Succ relation that is defined through $1-13$ forms a path that connects the first position of the first occurrence of $\tilde{E}$ with the first position of the occurrence of $\tilde{E}$ that starts at position $p_{1}$, from there on, the path leads to the first positions of the occurrences of $\tilde{E}$ that start at positions $p_{3}, p_{5}, p_{7}$, etc. Since $d$ is even, the unique Succ-path in $V$ that only visits $\tilde{E}_{\text {s }}$ and starts at the first position of the leftmost $\tilde{E}$ in $V$, ends at the last position of the last-but-one $\tilde{E}$ in $V$. Continuing this kind of reasoning, it is not difficult to see that the string obtained by reading the letters of $V$ in the order specified by the relation Succ, is exactly the word

$$
\tilde{A} \tilde{E}^{n_{v}} \tilde{X} \tilde{F}^{n_{v}} \tilde{Y} \tilde{E}^{n_{v}^{\prime}} \tilde{Z} \tilde{F}^{n_{v}^{\prime}} \tilde{B}
$$

Similarly, since $d+1$ is odd, the unique Succ-path in $W$ that only visits $\tilde{E}_{\text {s }}$ and starts at the first position of the leftmost $\tilde{E}$ in $W$, ends at the last position of the last $\tilde{E}$ in $W$. Continuing this kind of reasoning, it again is not difficult to see that the string obtained by reading the letters of $W$ in the order specified by the relation Succ, is exactly the string

$$
\tilde{A} \tilde{E}^{n_{w}} \tilde{Z} \tilde{F}^{n_{w}} \tilde{Y} \tilde{E}^{n_{w}^{\prime}} \tilde{X} \tilde{F}^{n_{w}^{\prime}} \tilde{B}
$$

Finally, it is straightforward to formalize items 1-13 by a first-order formula $\psi_{\text {Succ }}(x, y)$ over the signature of $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$ (which even does not need to make use of the addition predicate + ).
This completes the proof of Claim B. 2 and thus also the proof of Theorem 3.13.

## B. 3 Proof of Theorem 3.14

## Proof of Theorem 3.14:

Let $L$ be a regular language definable in $\mathrm{FO}(+1, l m)$. Then, $L$ is also definable in + -inv- $\mathrm{FO}(<)$ and therefore is closed under modulo transfers. By Theorem 3.13, it is also closed under swaps. This proves one direction of the theorem.

For the opposite direction, we follow the lines of the proof of Theorem 3.6. Let $L$ be a regular language closed under modulo transfers and under swaps.

Let $q$ be the number given by Proposition 3.8. For $0 \leqslant$ $i<q$, let $L_{i}$ be the restriction of $L$ to strings of length $i$ modulo $q$. We show that $L_{i}$ is definable in $\mathrm{FO}(+1, l m)$. This will conclude the proof, as $L=\bigcup_{i} L_{i}$. Our goal is to show that $L_{i}=M \cap Z_{i}^{q}$ for some regular language $M$ definable in $\mathrm{FO}(+1)$. This implies that $M$ is definable in $\mathrm{FO}(+1)$, and therefore $L_{i}$ is definable in $\mathrm{FO}(+1, l m)$.

Let $A$ be the minimal deterministic automaton for $L_{i}$. Let $B$ be the automaton constructed from $A$ as in the proof of Theorem 3.6. By Proposition 3.11, $B$ defines an aperiodic language (i.e., the minimal deterministic automaton equivalent to $B$ has no counters). We now use the fact that $L_{i}$ is closed under swaps to show that also $\mathcal{L}(B)$ is closed under swaps.

Consider a string $X E^{n} U F^{n} V E^{n} W F^{n} Y$ in $\mathcal{L}(B)$, where $E$ and $F$ are idempotents for $\mathcal{L}(B)$. We want to show that $X E^{n} W F^{n} V E^{n} U F^{n} Y$ also belongs to $\mathcal{L}(B)$. By Lemma 3.10 we have that $X^{\prime} E^{\prime} U^{\prime} F^{\prime} V^{\prime} E^{\prime \prime} W^{\prime} F^{\prime \prime} Y^{\prime}$ is accepted by $A$, where $E^{\prime}$ is of the form

$$
\left(E^{n_{j}} E_{1 j} u_{j}^{\delta_{j}} E_{2 j}\right)_{j \in J}
$$

and similarly for $E^{\prime \prime}, F^{\prime}$ and $F^{\prime \prime}$. By Claim B.1, we can further assume that $|J| \leqslant N_{0}$. Hence, by taking $n>\omega q N_{0}$, we are sure that one of the $n_{j}>\omega q$. This also holds for $E^{\prime \prime}, F^{\prime}$ and $F^{\prime \prime}$, hence each of them contains a segment $E^{q \omega}$ or $F^{q \omega}$, which are idempotent for $\mathcal{L}(A)$. We can therefore use that fact that $\mathcal{L}(A)$ is closed under swaps for swapping the corresponding segments, one containing $U$, the other containing $W$. Applying Lemma 3.10 again on the resulting string yields the desired result that $\mathcal{L}(B)$ is closed under swaps.

We can now conclude that $\mathcal{L}(B)$ is definable in $\mathrm{FO}(+1)$ by using the following well-known theorem.

Theorem B. 3 ([2]). A regular language is definable in $\mathrm{FO}(+1)$ iff it is aperiodic and closed under swaps.

Applying this theorem, we obtain that $\mathcal{L}(B)$ is definable in $\mathrm{FO}(+1)$. From Proposition 3.11 we know that $L_{i}=\mathcal{L}(B) \cap Z_{i}^{q}$. Thus, $L_{i}$ (and therefore also $\bigcup_{i} L_{i}$ ) is definable in $\mathrm{FO}(+1, l m)$.

## B. 4 Proof of Theorem 3.16

## Proof of Theorem 3.16:

Obviously, every language definable in + -inv- $\mathrm{FO}(=)$ has to be commutative. All that remains to show is that a commutative regular language closed under modulo transfers is definable in $\mathrm{FO}(=, l m)$. This follows from a simple counting argument:

Fix such a language $L$, and let $q$ be the number derived from Proposition 3.8. Assume $\Sigma=\left\{a_{1}, \ldots, a_{k}\right\}$. Let $f$ be the function that associates to a string $w \in \Sigma^{*}$ a tuple $f(w)=\left(\alpha_{1}, \cdots, \alpha_{k}, \beta\right)$, where $\alpha_{i}$ is the number of occurrences of $a_{i}$ in $w$ up to threshold $q \cdot \omega$, while $\beta$ is the length of $w$ modulo $q \cdot \omega$. Let $S$ be the image of $f$. Notice that $S$ is a finite set and that for each $\tau \in S$, the language $L_{\tau}=\{w \mid f(w)=\tau\}$ is definable in $\mathrm{FO}(=, l m)$.

The result then follows from the next lemma, showing that $L$ is of the form $\bigcup_{\tau \in S_{L}} L_{\tau}$, for a suitable $S_{L} \subseteq S$.

Lemma B.4. For all $w, w^{\prime} \in \Sigma^{*}$ with $f(w)=f\left(w^{\prime}\right)$ we have: $w \in L$ iff $w^{\prime} \in L$.

Proof. For any string $u$, let $\bar{u}$ be the string $a_{1}^{i_{1}} \cdots a_{k}^{i_{k}}$, where, for any $j, i_{j}$ is the number of occurrences of $a_{j}$ in $u$. Obviously, $f(u)=f(\bar{u})$. Furthermore, by commutativity of $L$, we have $u \in L$ iff $\bar{u} \in L$.

Now let $w, w^{\prime}$ be strings with $f(w)=f\left(w^{\prime}\right)$. Our aim is to show that $w \in L$ iff $w^{\prime} \in L$.

To this end, let $\tau:=f(w)=f\left(w^{\prime}\right)$. For each $j \in$ $\{1, \ldots, k+1\}$, by $\tau[j]$ we refer to the $j^{\text {th }}$ element of $\tau$. If all the components in $\tau$ are strictly smaller than $q \cdot \omega$, then $\bar{w}=\bar{w}^{\prime}$ and the lemma is proved.

From now on we assume without loss of generality that $\tau[1]=q \cdot \omega$.

Assume that $\tau[2]=q \cdot \omega$ and that the number of occurrences of $a_{2}$ in $w$ is $q \cdot \omega+\alpha$. Then, by modulo transfers, we can, in $\bar{w}$, transfer $\alpha$ occurrences of $a_{2}$ into $\alpha$ occurrences of $a_{1}$. By repeating this argument for all letters of $\Sigma$, we end up in a string $\hat{w}$ such that $f(\hat{w})=\tau, \hat{w} \in L$ iff $\bar{w} \in L$, and $a_{1}$ is the only letter occurring strictly more than $q \cdot \omega$ times in $\hat{w}$.

Analogously, we construct $\hat{w}^{\prime}$ from $w^{\prime}$. Notice that $\hat{w}$ and $\hat{w}^{\prime}$ are identical, except maybe for their number of occurrences of $a_{1}$. It remains to show that $\hat{w} \in L$ iff $\hat{w}^{\prime} \in L$.

Let $\alpha$ be the number of occurrences of $a_{1}$ in $\hat{w}$, and let $\alpha^{\prime}$ be the corresponding number for $\hat{w}^{\prime}$. By construction, $\alpha>q \cdot \omega$ and, as $f(\hat{w})=f\left(\hat{w}^{\prime}\right)$, we have $\alpha \equiv \alpha^{\prime}[q \cdot \omega]$. From (11) we have, for any $k>0$, that $a_{1}^{q \omega}=L a_{1}^{k q \omega}$. Therefore, $\hat{w} \in L$ iff $\hat{w}^{\prime} \in L$, and $w \in L$ iff $w^{\prime} \in L$.

This completes the proof of Lemma B. 4 and the proof of Theorem 3.16.

## C Proofs omitted in Section 4

## C. 1 Proof of Lemma 4.4

## Proof of Lemma 4.4:

According to Theorem 4.3, it suffices to show that the set $S:=\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L)$ is first-order definable in $(\mathbb{N},<,+)$.

For showing this, it will be convenient to use the following notation. For any (transitive) string $u$ over $\Sigma$ we write
$\hat{u}$ to denote the $\sigma^{\prime}[+]$-expansion of $u$ in which the predicate $\prec$ is interpreted by the natural linear order of $u$ (i.e., by $E^{+}$, cf. Section 2), and + is interpreted by the addition induced by $\prec$.

For proving Lemma 4.4, we do not really need the assumption that $L$ is + -inv- $\mathrm{FO}(<)$-definable. In fact, the following assumption will suffice (note that this assumption is met, in particular, by languages definable in + -inv- $\mathrm{FO}(<)$ ):

There is $a \mathrm{FO}(<, \prec,+)$-sentence $\varphi$ such that for every string $u \in M_{\bar{\alpha}}^{\bar{w}}$ we have: $u \in L$ iff $\hat{u} \models \varphi$.

Let $S:=\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L)$. Our aim is to find a $\mathrm{FO}(<,+)$-formula $\varphi^{\prime}$ with $n$ free variables such that

$$
S=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}:(\mathbb{N},<,+) \models \varphi^{\prime}\left(x_{1}, \ldots, x_{n}\right)\right\} .
$$

The straightforward idea is to construct $\varphi^{\prime}$ in such a way that, when interpreted in $(\mathbb{N},<,+)$ for a tuple $\left(x_{1}, \ldots, x_{n}\right) \in$ $\mathbb{N}^{n}$, it simulates $\varphi$ when evaluated on $\hat{u}$, for

$$
\begin{equation*}
u:=\alpha_{1} w_{1}^{x_{1}} \alpha_{2} w_{2}^{x_{2}} \cdots \alpha_{n} w_{n}^{x_{n}} \alpha_{n+1} \tag{20}
\end{equation*}
$$

To this end, note that the strings $\alpha_{1}, \ldots, \alpha_{n+1}$ and $w_{1}, \ldots, w_{n}$ are fixed and thus can be "hard-coded" in the formula $\varphi^{\prime}$. In particular, e.g., there is a formula $\psi_{i}\left(v, x_{i}\right)$ ensuring that $v=\left|w_{i}\right| \cdot x_{i}$ by stating that

$$
v=\underbrace{x_{i}+\cdots+x_{i}}_{\left|w_{i}\right|} .
$$

Similarly, for every $j$ with $0 \leqslant j<\left|w_{i}\right|$ there is a formula $\chi_{i, j}(v)$ ensuring that $v$ is congruent $j$ modulo $\left|w_{i}\right|$ by stating that there exists a $v^{\prime}$ such that

$$
v=j+\underbrace{v^{\prime}+\cdots+v^{\prime}}_{\left|w_{i}\right|}
$$

We choose the formula $\varphi^{\prime}$ defining $S$ in $(\mathbb{N},<,+)$ as

$$
\varphi^{\prime}=\exists y_{1} \cdots \exists y_{n+1} \exists z_{1} \cdots \exists z_{n+1}\left(\varphi_{1}^{\prime} \wedge \varphi_{2}^{\prime}\right)
$$

where $\varphi_{1}^{\prime}$ and $\varphi_{2}^{\prime}$ are defined as follows:
The formula $\varphi_{1}^{\prime}$ ensures that the variables $y_{1}, \ldots, y_{n+1}$ and $z_{1}, \ldots, z_{n+1}$ are interpreted by the following natural numbers:

- $y_{1}=0$,
- for each $i \in\{1, \ldots, n\}, z_{i}=y_{i}+\left|\alpha_{i}\right|$,
$y_{i+1}=z_{i}+\left|w_{i}\right| \cdot x_{i}$, and
- $z_{n+1}=y_{n+1}+\left|\alpha_{n+1}\right|$.

Thus, when identifying the positions of the string $u$ from (20) with the numbers $0,1, \ldots,|u|-1$, then $y_{i}$ denotes the first position of $\alpha_{i}$ in $u, z_{i}$ denotes the first position of $w_{i}^{x_{i}}$ in $u$ (for $i \leqslant n$ ), and $z_{n+1}$ denotes the first position to the right of $u$.

The formula $\varphi_{2}^{\prime}$ is obtained from the $\mathrm{FO}(<, \prec,+)$ sentence $\varphi$ that, by assumption, defines the language $L$, by
(1) relativizing all quantifications to numbers $<z_{n+1}$,
(2) replacing every atomic subformula of $\varphi$ of the form $E^{+}\left(v_{1}, v_{2}\right)$ or $v_{1} \prec v_{2}$ by the formula $v_{1}<v_{2}$,
(3) replacing every atomic subformula of $\varphi$ of the form $E\left(v_{1}, v_{2}\right)$ by the formula $\left(v_{1}<v_{2} \wedge \neg \exists v_{3}\left(v_{1}<v_{3} \wedge v_{3}<v_{2}\right)\right)$, and
(4) replacing every atomic subformula of $\varphi$ of the form $P_{a}(v)$ (for $a \in \Sigma$ ) by a formula stating that

- either, there is an $i \in\{1, \ldots, n+1\}$ such that $y_{i} \leqslant$ $v<z_{i}$, and there is a $j$ with $0 \leqslant j<\left|\alpha_{i}\right|$ such that the $(j+1)^{\text {st }}$ position of $\alpha_{i}$ carries the letter $a$, and $v=y_{i}+j$,
- or, there is a number $i \in\{1, \ldots, n\}$ such that $z_{i} \leqslant$ $v<y_{i+1}$, and there is a number $j$ with $0 \leqslant j<$ $\left|w_{i}\right|$ such that the $(j+1)^{\text {st }}$ position of $w_{i}$ carries the letter $a$, and $v-z_{i}$ is congruent $j$ modulo $\left|w_{i}\right|$.

It is straightforward to formalize this in $\mathrm{FO}(<,+)$. Furthermore, it can easily be seen that for any $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}$ and the associated string

$$
u:=\alpha_{1} w_{1}^{x_{1}} \alpha_{2} w_{2}^{x_{2}} \cdots \alpha_{n} w_{n}^{x_{n}} \alpha_{n+1}
$$

we have:

$$
\begin{aligned}
(\mathbb{N},<,+) \models \varphi^{\prime}\left(x_{1}, \ldots, x_{n}\right) & \Longleftrightarrow \hat{u} \models \varphi \\
& \Longleftrightarrow u \in L \\
& \Longleftrightarrow\left(x_{1}, \ldots, x_{n}\right) \in S .
\end{aligned}
$$

Thus, $S$ is first-order definable in $(\mathbb{N},<,+)$ and hence, by Theorem 4.3, $S$ is semi-linear. This completes the proof of Lemma 4.4.

## C. 2 Proof of Theorem 4.5

## Proof of Theorem 4.5:

The proof makes use of the following result of Ginsburg and Spanier [8].

Theorem C. 1 ([8]). Let $\Sigma$ be a finite alphabet, $n \in \mathbb{N}_{\geqslant 1}$, $v_{1}, \ldots, v_{n} \in \Sigma^{*}$, and $L \subseteq v_{1}^{*} v_{2}^{*} \cdots v_{n}^{*}$. Then, $L$ is regular iff the set $\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}: v_{1}^{x_{1}} v_{2}^{x_{2}} \cdots v_{n}^{x_{n}} \in L\right\}$ is semi-diced.

Now, let $T:=\left\{y=\left(y_{1}, \ldots, y_{2 n+1}\right) \in \mathbb{N}^{2 n+1}:\right.$ $\left.\alpha_{1}^{y_{1}} w_{1}^{y_{2}} \alpha_{2}^{y_{3}} \cdots \alpha_{n}^{2 n-1} w_{n}^{y_{2 n}} \alpha_{n+1}^{y_{2 n+1}} \in L\right\}$, and let $S:=$ $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L) \subseteq \mathbb{N}^{n}$. By Theorem C. 1 we know that $L$ is regular if and only if $T$ is semi-diced. Clearly, $S=\pi_{2,4,6, \ldots, 2 n}(T)$, where $\pi_{2,4,6, \ldots, 2 n}: \mathbb{N}^{2 n+1} \rightarrow \mathbb{N}^{n}$ denotes the projection onto the "even" components. Our aim is to show that $L$ is regular if and only if $S$ is semi-diced.

For the "only if" direction, assume that $L$ is regular. Then, by Theorem C.1, $T$ is semi-diced. It is straightforward to see that the class of semi-diced sets is closed under projections. Thus, $S=\pi_{2,4,6, \ldots, 2 n}(T)$ is semi-diced.

For the "if" direction, assume that $S$ is semi-diced. Let $\sigma_{1}, \ldots, \sigma_{n}$ be $n$ pairwise distinct letters that do not belong to $\Sigma$. Since $S$ is semi-diced, we obtain from Theorem C. 1 that the language $L_{1}:=\left\{\sigma_{1}^{x_{1}} \sigma_{2}^{x_{2}} \cdots \sigma_{n}^{x_{n}}:\left(x_{1}, \ldots, x_{n}\right) \in S\right\}$ is regular. It is then straightforward to see that also the language $L_{2}:=\left\{\alpha_{1} \sigma_{1}^{x_{1}} \alpha_{2} \cdots \alpha_{n} \sigma_{n}^{x_{n}} \alpha_{n+1}:\left(x_{1}, \ldots, x_{n}\right) \in\right.$ $S\}$ is regular. Let $h:\left\{\sigma_{1}, \ldots, \sigma_{n}\right\} \rightarrow \Sigma^{*}$ be the mapping that substitutes, for every $i \in\{1, \ldots, n\}$, the letter $\sigma_{i}$ by the word $h\left(\sigma_{i}\right):=w_{i}$. Since $L_{2}$ is regular, we obtain that also the language $h\left(L_{2}\right)=\left\{\alpha_{1} w_{1}^{x_{1}} \alpha_{2} \cdots \alpha_{n} w_{n}^{\chi_{n}} \alpha_{n+1}\right.$ : $\left.\left(x_{1}, \ldots, x_{n}\right) \in S\right\}$ is regular. Note that $h\left(L_{2}\right)=L$. Thus, $L$ is regular, and the proof of Theorem 4.5 is complete.

## C. 3 Proof of Lemma 4.6

## Proof of Lemma 4.6:

For the proof, we use the following lemma that is implicit in [7] (see the proof of Theorem 6.1 in [7]).

Lemma C. 2 ([7]). Let $T$ be a finite set of linear sets $L \subseteq$ $\mathbb{N}^{n}$. For each $L \in T$, let $t_{L} \in \mathbb{N}$ and $v_{0}^{L}, \ldots, v_{t_{L}}^{L} \in \mathbb{N}^{n}$ such that $L=v_{0}^{L}+\mathbb{N} v_{1}^{L}+\cdots+\mathbb{N} v_{t_{L}}^{L}$. For the set

$$
M_{T}:=\bigcap_{L \in T}\left(\mathbb{N} v_{1}^{L}+\cdots+\mathbb{N} v_{t_{L}}^{L}\right),
$$

the following is true:
(a) Either $M_{T}=\{\mathbf{0}\}$, or there exists a number $t_{T} \in \mathbb{N}_{\geqslant 1}$ and vectors $v_{1}^{T}, \ldots, v_{t_{T}}^{T} \in \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ such that $M_{T}=$ $\mathbb{N} v_{1}^{T}+\cdots+\mathbb{N} v_{t_{T}}^{T}$.
(b) There exists a finite set $C_{T} \subseteq \mathbb{N}^{n}$ such that

$$
\bigcap_{L \in T} L=\bigcup_{c \in C_{T}} c+M_{T} .
$$

We will use this lemma for proving Lemma 4.6. Obviously, Lemma 4.6 holds if $S=\emptyset$ or $S=\mathbb{N}^{n}$. Let us thus assume that $\emptyset \neq S \neq \mathbb{N}^{n}$. Since $S$ is semi-linear, there exists an $r \in \mathbb{N}_{\geqslant 1}$ and linear sets $L_{1}, \ldots, L_{r}$ such that

$$
S=L_{1} \cup \cdots \cup L_{r} .
$$

The class of semi-linear sets is closed under complementation (cf., Theorem 4.3). Therefore, for each $i \in\{1, \ldots, r\}$, the set $\overline{L_{i}}:=\mathbb{N}^{n} \backslash L_{i}$ is semi-linear, and there exists an $r_{i} \in \mathbb{N}_{\geqslant 1}$ and linear sets $L_{i, 1}, \ldots, L_{i, r_{i}}$ such that

$$
\overline{L_{i}}=L_{i, 1} \cup \cdots \cup L_{i, r_{i}}
$$

We let $L_{i, 0}:=L_{i}$ and consider the collection

$$
\mathcal{L}:=\left\{L_{i, j}: i \in\{1, \ldots, r\} \text { and } j \in\left\{0, \ldots, r_{i}\right\}\right\}
$$

of the linear sets that all the $L_{i}$ and $\overline{L_{i}}$ are composed of.
Every $L \in \mathcal{L}$ is linear, thus there exists a number $t_{L} \in \mathbb{N}$ and vectors $v_{0}^{L}, \ldots, v_{t_{L}}^{L} \in \mathbb{N}^{n}$ such that

$$
L=v_{0}^{L}+\mathbb{N} v_{1}^{L}+\cdots+\mathbb{N} v_{t_{L}}^{L}
$$

For every $T \subseteq \mathcal{L}$ we let

$$
M_{T}:=\bigcap_{L \in T}\left(\mathbb{N} v_{1}^{L}+\cdots+\mathbb{N} v_{t_{L}}^{L}\right)
$$

From Lemma C. 2 (a) we know that either $M_{T}=\{\mathbf{0}\}$, or there exists a number $t_{T} \in \mathbb{N}_{\geqslant 1}$ and vectors $v_{1}^{T}, \ldots, v_{t_{T}}^{T} \in$ $\mathbb{N}^{n} \backslash\{\mathbf{0}\}$ such that

$$
M_{T}=\mathbb{N} v_{1}^{T}+\cdots+\mathbb{N} v_{t_{T}}^{T}
$$

We choose

$$
U:=\left\{v_{1}^{T}, \ldots, v_{t_{T}}^{T}: T \subseteq \mathcal{L} \text { such that } M_{T} \neq\{\mathbf{0}\}\right\}
$$

Clearly, $U$ is a finite subset of $\mathbb{N}^{n} \backslash\{\mathbf{0}\}$.
For each $x \in \mathbb{Z}^{n}$ let

$$
\operatorname{type}(x):=\{L \in \mathcal{L}: x \in L\}
$$

Let

$$
\mathcal{T}:=\left\{\operatorname{type}(x): x \in \mathbb{Z}^{n}\right\}
$$

be the set of types that are realizable in $\mathbb{Z}^{n}$. Note that for every $\tau \in \mathcal{T}$ and every $i \in\{1, \ldots, r\}$, the following is true:

$$
L_{i, 0} \in \tau \Longleftrightarrow \text { for all } j \in\left\{1, \ldots, r_{i}\right\}, L_{i, j} \notin \tau
$$

Therefore, for any $\tau \in \mathcal{T}$ and the set

$$
L_{\tau}:=\bigcap_{L \in \tau} L
$$

the following is true:
(1) for all $x, y \in L_{\tau}$ we have $x \in S \Longleftrightarrow y \in S$, and
(2) for all $x \in \mathbb{Z}^{n}$ with type $(x)=\tau$ we have $x \in L_{\tau}$.

Now let $K$ be an arbitrary number with $K \in \mathbb{N}$. We let the $K$-type of $x$ be the mapping

$$
\operatorname{type}_{K}(x): N_{K}(\mathbf{0}) \rightarrow \mathcal{T}
$$

which associates with every vector $w \in N_{K}(\mathbf{0})$ the set type $(x+w)$, i.e.,

$$
\operatorname{type}_{K}(x)(w):=\operatorname{type}(x+w), \text { for each } w \in N_{K}(\mathbf{0})
$$

Let

$$
\mathcal{T}_{K}:=\left\{\text { type }_{K}(x): x \in \mathbb{Z}^{n}\right\}
$$

be the set of all realizable $K$-types. For each $\tau \in \mathcal{T}_{K}$ let

$$
R_{\tau}:=\left\{x \in \mathbb{Z}^{n}:\right.
$$

$$
\text { for each } \left.w \in N_{K}(\mathbf{0}) \text { we have } x+w \in L_{\tau(w)}\right\}
$$

Note that the following is true for every $\tau \in \mathcal{T}_{K}$ :
(I) for all vectors $x, y \in R_{\tau}$ and all $w \in N_{K}(\mathbf{0})$ we have $x+w \in S \Longleftrightarrow y+w \in S, \quad$ and
(II) for all vectors $x \in \mathbb{Z}^{n}$ with type $_{K}(x)=\tau$ we have $x \in R_{\tau}$.
Furthermore, $R_{\tau}=$

$$
\bigcap_{\substack{w \in N_{K}(0), L \in \tau(w)}}(-w)+L=\bigcap_{\substack{w \in N_{K}(0), L \in \tau(w)}}\left(v_{0}^{L}-w\right)+\mathbb{N} v_{1}^{L}+\cdots+\mathbb{N} v_{t_{L}}^{L}
$$

For each $\tau \in \mathcal{T}_{K}$ let $T_{\tau}:=$

$$
\left\{L \in \mathcal{L}: \text { there is a } w \in N_{K}(\mathbf{0}) \text { such that } L \in \tau(w)\right\}
$$

Recall that for the set

$$
M_{T_{\tau}}=\bigcap_{L \in T_{\tau}} \mathbb{N} v_{1}^{L}+\cdots+\mathbb{N} v_{t_{L}}^{L}
$$

we know that either $M_{T_{\tau}}=\{\mathbf{0}\}$ or $M_{T_{\tau}}=\mathbb{N} v_{1}^{T_{\tau}}+\cdots+$ $\mathbb{N} v_{t_{T_{\tau}}}^{T_{\tau}}$. Furthermore, from Lemma C. 2 (b) we obtain that there is a finite set $C_{\tau} \subseteq \mathbb{N}^{n}$ such that

$$
R_{\tau}=\bigcup_{c \in C_{\tau}} c+M_{T_{\tau}}
$$

We choose $\ell \in \mathbb{N}$ to be bigger than the norm $\|\cdot\|$ of any element in $C_{\tau}$ for any realizable $K$-type $\tau$, i.e.,

$$
\ell:=1+\max \left\{\|c\|: c \in \bigcup_{\tau \in \mathcal{T}_{\kappa}} C_{\tau}\right\}
$$

Now let $x \in \mathbb{N}^{n}$ be an arbitrary vector with $\|x\| \geqslant \ell$. Let $\tau:=\operatorname{type}_{K}(x)$. Clearly, $x \in R_{\tau}$. Furthermore, since $\|x\| \geqslant \ell$ we know that $M_{T_{\tau}} \neq\{\mathbf{0}\}$ and thus $M_{T_{\tau}}=$ $\mathbb{N} v_{1}^{T_{\tau}}+\cdots+\mathbb{N} v_{t_{T_{\tau}}}^{T_{\tau}}$. In particular, $u:=v_{1}^{T_{\tau}} \in U$, and $x^{(j)} \in R_{\tau}$ for every $j \in \mathbb{N}$ and $x^{(j)}:=x+j u$. From observation (I) we thus obtain that for any $j \in \mathbb{N}$ and any $w \in N_{K}(\mathbf{0})$ we have $x+w \in S \Longleftrightarrow x^{(j)}+w \in S$. I.e., $N_{K}(x)$ and $N_{K}\left(x^{(j)}\right)$ are identical with respect to $S$. This completes the proof of Lemma 4.6.

## C. 4 Proof of Theorem 4.7

This section is devoted to the proof of Theorem 4.7. We start with some basic observations on the structure of semidiced sets.

By using Theorem C. 1 (cf., Section C.2), one easily obtains the following closure properties of the class of semidiced subsets of $\mathbb{N}^{n}$.

Lemma C. 3 (closure properties of semi-diced sets).
The class of all semi-diced sets contains the empty set and every finite subset of $\mathbb{N}^{n}$ and is closed under union, intersection, complement, taking sections, projection, and cartesian product. In other words: $\emptyset$ is semi-diced, every finite set $F \subseteq \mathbb{N}^{n}$ is semi-diced, and if $S, T \subseteq \mathbb{N}^{n}$ are semi-diced, then also $S \cup T, S \cap T$ and $\bar{S}:=\mathbb{N}^{n} \backslash S$ are semi-diced. Furthermore, if $S \subseteq \mathbb{N}^{n}$ is semi-diced, $i \in\{1, \ldots, n\}, \ell \in \mathbb{N}$, then $S_{i, \ell}$ is semi-diced. If $S \subseteq \mathbb{N}^{n}$ and $T \subseteq \mathbb{N}^{m}$ are semidiced, then $S \times T \subseteq \mathbb{N}^{n+m}$ is semi-diced. If $S \subseteq \mathbb{N}^{n}$ is semi-diced, $r \leqslant n$ and $j_{1}, \ldots, j_{r}$ are pairwise distinct elements in $\{1, \ldots, n\}$, then and $\pi_{j_{1}, \ldots, j_{r}}(S):=\left\{\left(x_{j_{1}}, \ldots, x_{j_{r}}\right)\right.$ : $\left.\left(x_{1}, \ldots, x_{n}\right) \in S\right\}$ is semi-diced.

Proof. From the definition of semi-diced sets, one immediately obtains the following:

- The empty set $\emptyset$ is semi-diced
- every finite set $F \subseteq \mathbb{N}^{n}$ is semi-diced,
- the union of two semi-diced sets is semi-diced, and
- if $S \subseteq \mathbb{N}^{n}$ is semi-diced and $j_{1}, \ldots, j_{r}$ are pairwise distinct elements in $\{1, \ldots, n\}$, then $\pi_{j_{1}, \ldots, j_{r}}(S)$ is semidiced.

For proving the remaining closure properties, we apply Theorem C. 1 for the special case where the alphabet $\Sigma$ consists of $n$ pairwise distinct letters $\sigma_{1}, \ldots, \sigma_{n}$, with $v_{i}:=\sigma_{i}$ for every $i \in\{1, \ldots, n\}$.

We use the following notation: For a string $w$ and a letter $\sigma_{i}$ we write $|w|_{\sigma_{i}}$ to denote the number of occurrences of the letter $\sigma_{i}$ in $w$. For a set $S \subseteq \mathbb{N}^{n}$ we let $\mathscr{L}(S):=\left\{\sigma_{1}^{x_{1}} \sigma_{2}^{x_{2}} \cdots \sigma_{n}^{x_{n}}: x=\left(x_{1}, \ldots, x_{n}\right) \in S\right\}$. For a language $L \subseteq \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$ we let $\mathscr{S}(L):=\{x=$ $\left.\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}: \sigma_{1}^{x_{1}} \sigma_{2}^{x_{2}} \cdots \sigma_{n}^{x_{n}} \in L\right\}$. Note that for each $S \subseteq \mathbb{N}^{n}$ we have $\mathscr{S}(\mathscr{L}(S))=S$. Similarly, for each $L \subseteq \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$ we have $\mathscr{L}(\mathscr{S}(L))=L$. Theorem C. 1 states that $L \subseteq \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$ is regular if and only if $\mathscr{S}(L)$ is semi-diced.

For showing closure under intersection, complement, and taking sections let $S, T \subseteq \mathbb{N}^{n}$ be semi-diced sets. Theorem C. 1 tells us that in order to show that $S \cap T, \bar{S}$, and $S_{i, \ell}$ are semi-diced, it suffices to show that $\mathscr{L}(S \cap T), \mathscr{L}(\bar{S})$, and $\mathscr{L}\left(S_{i, \ell}\right)$ are regular. Note that $\mathscr{L}(S \cap T)=\mathscr{L}(S) \cap$
$\mathscr{L}(T), \mathscr{L}(\bar{S})=\sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*} \backslash \mathscr{L}(S)$, and $\mathscr{L}\left(S_{i, \ell}\right)=$ $\mathscr{L}(S) \cap\left\{w \in \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}:|w|_{\sigma_{i}}=\ell\right\}$.

Since $S$ and $T$ are semi-diced, we obtain from Theorem C. 1 that $\mathscr{L}(S)$ and $\mathscr{L}(T)$ are regular. Furthermore, the languages $\sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$ and $\left\{w \in \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}:|w|_{\sigma_{i}}=\right.$ $\ell\}$ are regular. Since the class of regular languages is closed under intersection and complement, the languages $\mathscr{L}(S) \cap \mathscr{L}(T), \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*} \backslash \mathscr{L}(S)$, and $\mathscr{L}(S) \cap\{w \in$ $\left.\sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}:|w|_{\sigma_{i}}=\ell\right\}$ are regular. Therefore, $S \cap T, \bar{S}$, and $S_{i, \ell}$ are semi-diced.

For showing closure under cartesian product, let $S \subseteq \mathbb{N}^{n}$ and $T \subseteq \mathbb{N}^{m}$ be semi-diced. We view $\mathscr{L}(S)$ as a regular subset of $\sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$, and we view $\mathscr{L}(T)$ as a regular subset of $\sigma_{n+1}^{*} \cdots \sigma_{n+m}^{*}$. Clearly, the concatenation $L$ of $\mathscr{L}(S)$ and $\mathscr{L}(T)$ is regular, and $L=\mathscr{L}(S \times T)$. Due to Theorem C.1, thus $S \times T$ is semi-diced.

For reasoning about semi-diced sets, it is convenient to note that every semi-diced set is a finite union of uniformly diced sets, defined as follows.
Definition C. 4 (uniformly diced). A set $S$ is called uniformly diced iff there are a vector $v_{0} \in \mathbb{N}^{n}$, a number $q \in \mathbb{N}_{\geqslant 1}$, and a set $I \subseteq\{1, \ldots, n\}$, such that

$$
S=v_{0}+\sum_{i \in I} \mathbb{N} q e_{i}
$$

The number $q$ is called the period of $S$.
Lemma C.5. Every nonempty semi-diced set is a union of a finite number of uniformly diced sets, each with the same period.
Proof. Let us start with a straightforward observation: For all $a, b \in \mathbb{N}_{\geqslant 1}$,

$$
\mathbb{N} a+\mathbb{N} b=\bigcup_{\substack{0 \leqslant a^{\prime}<b, 0 \leqslant b^{\prime}<a}} a a^{\prime}+b b^{\prime}+\mathbb{N} a b
$$

and in general, for arbitrary $k \in \mathbb{N}_{\geqslant 1}, a_{1}, \ldots, a_{k} \in \mathbb{N}_{\geqslant 1}$, $\ell:=\operatorname{lcm}\left\{a_{1}, \ldots, a_{k}\right\}$, and $q$ any multiple of $\ell$,

$$
\begin{equation*}
\sum_{j=1}^{k} \mathbb{N} a_{j}=\bigcup_{\left(0 \leqslant a_{j}^{\prime}<q / a_{j}\right)_{j=1, \ldots, k}}\left(\sum_{j=1}^{k} a_{j} a_{j}^{\prime}\right)+\mathbb{N} q \tag{21}
\end{equation*}
$$

Now, let $S=v_{0}+\mathbb{N} v_{1}+\cdots+\mathbb{N} v_{t}$ be an arbitrary diced subset of $\mathbb{N}^{n}$. For each coordinate $i \in\{1, \ldots, n\}$ let $J_{i}$ be the set of all those $j \in\{1, \ldots, t\}$ such that $v_{j}$ is a multiple of the $i$-th unit vector $e_{i}$, and let $a_{j} \in \mathbb{N}_{\geqslant 1}$ such that $v_{j}=a_{j} e_{i}$. Let $I$ be the set of all those $i \in\{1, \ldots, n\}$ such that $J_{i} \neq \emptyset$. Let $q \in \mathbb{N}_{\geqslant 1}$ be any mulitple of $\operatorname{Icm}\left\{a_{j}: j \in\{1, \ldots, t\}\right\}$. For each $i \in I$ we apply equation (21) to obtain a finite set $K_{i}$ and numbers $b_{i, k} \in \mathbb{N}$ for all $k \in K_{i}$ such that

$$
\sum_{j \in J_{i}} \mathbb{N} a_{j}=\bigcup_{k \in K_{i}} b_{i, k}+\mathbb{N} q
$$

Now it is easy to see that

$$
\begin{aligned}
S & =v_{0}+\sum_{i \in I}\left(\sum_{j \in J_{i}} \mathbb{N} v_{j}\right) \\
& =v_{0}+\sum_{i \in I}\left(\sum_{j \in J_{i}} \mathbb{N} a_{j} e_{i}\right) \\
& =v_{0}+\sum_{i \in I}\left(\bigcup_{k \in K_{i}} b_{i, k} e_{i}+\mathbb{N q e _ { i }}\right) \\
& =v_{0}+\sum_{i \in I}\left\{b_{i, k} e_{i}: k \in K_{i}\right\}+\sum_{i \in I} \mathbb{N} q e_{i} .
\end{aligned}
$$

Thus, every diced set $S$ is a finite union of uniformly diced sets, each with the same period $q$. From this, one easily obtains that every semi-diced set is the finite union of uniformly diced sets, each with the same period $q$.

For proving Theorem 4.7, it will be convenient to use the following notation.

Definition C.6. Let $S, N \subseteq \mathbb{N}^{n}$, and let $v \in \mathbb{Z}^{n}$. We say that $v$ is a period of $S$ in $N$ if the equivalence

$$
y \in S \Longleftrightarrow y+v \in S
$$

is true for all $y \in \mathbb{N}^{n}$ such that $y \in N$ and $y+v \in N$.
Definition C.7. Let $S, V \subseteq \mathbb{N}^{n}$.
(a) We say that $S$ has property $(*)$ with respect to $V$ if the following is true:
$\forall K \in \mathbb{N}, \exists \ell \in \mathbb{N}$ such that the following is true:
$\forall x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell, \exists v \in V$ such that
$\quad v$ is a period of $S$ in $N_{K}(x)$.
(b) We say that $S$ has property $(* *)$ with respect to $V$ if the following is true:
$\forall K \in \mathbb{N}, \exists \ell \in \mathbb{N}$ such that the following is true:
$\forall x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell, \exists v \in V$ such that
$N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. $S$.

Note that property $(* *)$ is used in the formulation of Theorem 4.7. The next lemma is an easy observation showing that, for finite $V$, property $(*)$ is equivalent to property $(* *)$.

Lemma C.8. Let $S, V \subseteq \mathbb{N}^{n}$ such that $V$ is finite. Then, $S$ has property $(*)$ w.r.t. $V$ iff $S$ has property $(* *)$ w.r.t. $V$.

Proof. For the "if" direction it suffices to show the following: If $N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. $S$, then $v$ is a period of $S$ in $N_{K}(x)$.

Let us therefore assume that $N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. $S$. In order to show that $v$ is a period of $S$ in $N_{K}(x)$, consider an arbitrary $y \in \mathbb{N}^{n}$ with $y \in N_{K}(x)$
and $y+v \in N_{K}(x)$. Our goal is to show that $y \in S$ iff $y+v \in S$.

Since $y \in N_{K}(x)$, we have for $z:=y-x,\|z\| \leqslant$ $K$. Since $N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. $S$, we therefore know that $x+z \in S$ iff $x+v+z \in S$. I.e., $y \in S$ iff $y+v \in S$. Thus, $v$ is a period of $S$ in $N_{K}(x)$.

For the "only if" direction let $K_{0}:=\max \{\|v\|: v \in$ $V\}$, and note that it suffices to show the following: If $v$ is a period of $S$ in $N_{K+K_{0}}(x)$, then $N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. $S$.

Let us now assume that $v$ is a period of $S$ in $N_{K+K_{0}}(x)$. In order to show that $N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. $S$, consider an arbitrary $z \in \mathbb{Z}^{n}$ with $\|z\| \leqslant K$. Our goal is to show that $x+z \in S$ iff $x+v+z \in S$.

Since $\|z\| \leqslant K \leqslant K+K_{0}$ and $\|v+z\| \leqslant K+K_{0}$, we have $x+z \in N_{K+K_{0}}(x)$ and $x+v+z \in N_{K+K_{0}}(x)$. Thus, for $y:=x+z$ we have $y \in N_{K+K_{0}}(x)$ and $y+$ $v \in N_{K+K_{0}}(x)$. Since $v$ is a period of $S$ in $N_{K+K_{0}}(x)$, we therefore know that $y \in S$ iff $y+v \in S$. Thus, $x+z \in S$ iff $x+v+z \in S$. Hence, $N_{K}(x)$ and $N_{K}(x+v)$ are identical w.r.t. S.

Our proof of Theorem 4.7 will proceed by induction on the size of the set $V$. The induction base is established by the following lemma.

Lemma C.9. Let $S \subseteq \mathbb{N}^{n}$ be a set for which the following is true: (1) There exists a vector $v$ of the form $k \cdot e_{i}$ (with $k \in \mathbb{N}_{\geqslant 1}$ and $\left.i \in\{1, \ldots, n\}\right)$ such that $S$ has property $(*)$ with respect to the set $V:=\{v\}$, and (2) every section $S_{i, \ell}$ (for every $\ell \in \mathbb{N}$ ) of $S$ is semi-diced. Then, $S$ is semi-diced.

Proof. For simplicity in notation we assume that $i=1$, i.e., $v=k \cdot e_{1}=(k, 0, \ldots, 0)$. By assumption, $S$ has property $(*)$ with respect to $\{v\}$. Thus, there exists an $\ell \geqslant 0$ such that for every $x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell, v$ is a period of $S$ in $N_{k}(x)$. Since $x$ and $x+v$ belong to $N_{k}(x)$, we therefore know for all $x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell$ that $x \in S \Longleftrightarrow$ $x+v \in S$. Thus, $v=(k, 0, \ldots, 0)$ is a period of $S$ in the set $\mathbb{N}_{\geqslant \ell}^{n}:=\left\{x \in \mathbb{N}^{n}:\|x\| \geqslant \ell\right\}$.

Therefore, for an arbitrary $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{N}^{n}$ with $x_{1} \geqslant \ell$ the following is true: If $r \in\{0, \ldots, k-1\}$ and $q \in \mathbb{N}$ such that $x_{1}=\ell+r+q k$, then

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in S \Longleftrightarrow\left(\ell+r, x_{2}, \ldots, x_{n}\right) \in S
$$

By assumption, the section $S_{1, \ell+r}$ is semi-diced, i.e., a finite union of diced sets of the form $v_{0}+\mathbb{N} v_{1}+\cdots+\mathbb{N} v_{t}$. Now let $\tilde{S}_{1, \ell+r}$ be the union of the according sets $v_{0}+\mathbb{N} v_{1}+\cdots+$ $\mathbb{N} v_{t}+\mathbb{N} v$. Clearly, $\tilde{S}_{1, \ell+r}$ is semi-diced, and $\tilde{S}_{1, \ell+r}=$

$$
\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in S: x_{1} \geqslant \ell \text { and } x_{1} \equiv \ell+r[k]\right\}
$$

Therefore,

$$
S_{1, \geqslant \ell}:=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in S: x_{1} \geqslant \ell\right\}
$$

is equal to $\bigcup_{r=0}^{k-1} \tilde{S}_{1, \ell+r}$, and thus $S_{1, \geqslant \ell}$ is semi-diced. Furthermore, by assumption we know that each of the sections $S_{1,0}, S_{1,1}, \ldots, S_{1, \ell-1}$ is semi-diced. Since

$$
S=S_{1,0} \cup S_{1,1} \cup \cdots \cup S_{1, \ell-1} \cup S_{1, \geqslant \ell}
$$

we therefore obtain that $S$ is semi-diced. This concludes the proof of Lemma C.9.

For the induction step in our proof of Theorem 4.7, the following notion is convenient.

Definition C.10. Let $S \subseteq \mathbb{N}^{n}$ and $v \in \mathbb{Z}^{n}$. The boundary $B d(S, v)$ of $S$ in the direction $v$ is the set

$$
B d(S, v):=\{x \in S: x+v \notin S\} .
$$

The next two lemmas are analogues of lemmas given in [15]; they will be used for the induction step in our proof of Theorem 4.7.

Lemma C.11. Let $S \subseteq \mathbb{N}^{n}$ and let $v \in \mathbb{N}^{n}$ such that $v$ has exactly one non-zero coordinate. If all sections of $S$ are semi-diced, then all sections of $\operatorname{Bd}(S, v)$ and all sections of $B d(S,-v)$ are semi-diced.

Proof. For simplicity in notation we assume w.l.o.g. that $v=k \cdot e_{1}$ for some $k \in \mathbb{N}_{\geqslant 1}$. Consider the $(i, \ell)$-section of $B d(S, v)$ and $B d(S,-v)$, i.e., the sets $B d(S, v)_{i, \ell}$ and $B d(S,-v)_{i, \ell}$. Let $v^{\prime} \in\{v,-v\}$ and let $k^{\prime}$ be the first component of $v^{\prime}$ (i.e., $k^{\prime}$ is either $k$ or $-k$ ).

Case 1: $i=1$. Then, $\operatorname{Bd}\left(S, v^{\prime}\right)_{1, \ell}=$

$$
\begin{aligned}
\left\{x=\left(\ell, x_{2}, \ldots, x_{n}\right) \in\right. & S_{1, \ell}: \\
& \left.\left(\ell+k^{\prime}, x_{2}, \ldots, x_{n}\right) \notin S_{1, \ell+k^{\prime}}\right\} .
\end{aligned}
$$

By assumption, $S_{1, \ell}$ and $S_{1, \ell+k^{\prime}}$ are semi-diced. Due to Lemma C.3, also the projections of $S_{1, \ell}$ and $S_{1, \ell+k^{\prime}}$ to the coordinates $2, \ldots, n$ are semi-diced. From Lemma C. 3 we know that the class of semi-diced sets is closed under intersection and complement. Therefore, also the set

$$
\begin{aligned}
T:=\left\{\left(x_{2}, \ldots, x_{n}\right)\right. & :\left(\ell, x_{2}, \ldots, x_{n}\right) \in S_{1, \ell} \\
& \text { and } \left.\left(\ell+k^{\prime}, x_{2}, \ldots, x_{n}\right) \notin S_{1, \ell+k^{\prime}}\right\}
\end{aligned}
$$

is semi-diced.
Due to the closure under cartesian product and since the finite set $\{(\ell)\} \subseteq \mathbb{N}^{1}$ is semi-diced, we obtain that also the set $\{(\ell)\} \times T=$

$$
\left\{\left(\ell, x_{2}, \ldots, x_{n}\right):\left(x_{2}, \ldots, x_{n}\right) \in T\right\}=B d\left(S, v^{\prime}\right)_{1, \ell}
$$

is semi-diced.
Case 2: $i \geqslant 2$. Then, $\operatorname{Bd}\left(S, v^{\prime}\right)_{i, \ell}=$

$$
\begin{aligned}
\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right. & \in S_{i, \ell}: \\
& \left.\left(x_{1}+k^{\prime}, x_{2}, \ldots, x_{n}\right) \notin S_{i, \ell}\right\} .
\end{aligned}
$$

By assumption we know that $S_{i, \ell}$ is semi-diced. From the definition of semi-diced sets it is straightforward to see that also the set

$$
S_{i, \ell}^{\prime}:=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right):\left(x_{1}+k^{\prime}, x_{2}, \ldots, x_{n}\right) \in S_{i, \ell}\right\}
$$

is semi-diced. From Lemma C. 3 we know that the class of semi-diced subsets is closed under intersection and complement. Therefore, also the set

$$
B d\left(S, v^{\prime}\right)_{i, \ell}=S_{i, \ell} \cap \overline{S_{i, \ell}^{\prime}}
$$

is semi-diced. This completes the proof of Lemma C.11.

Lemma C.12. Let $S, V \subseteq \mathbb{N}^{n}$ such that $S$ has property $(*)$ with respect to $V, V$ is finite with $|V| \geqslant 2$, and every $v \in V$ has exactly one non-zero coordinate. Then for every $v \in V$ the following is true: $B d(S, v)$ and $B d(S,-v)$ have property $(*)$ with respect to $V \backslash\{v\}$.

Proof. For simplicity in notation we assume w.l.o.g. that $v=k \cdot e_{1}$ for some $k \in \mathbb{N}_{\geqslant 1}$. Let $v^{\prime} \in\{v,-v\}$. We have to show that $B d\left(S, v^{\prime}\right)$ has property $(*)$ with respect to $V \backslash\{v\}$. To this end, let $k^{\prime} \geqslant 0$ be an arbitrary size of a neighborhood.

By assumption, $S$ has property $(*)$ with respect to $V$. In particular, for $k^{\prime}+k$ there exists an $\ell \geqslant 0$ such that for every $x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell$ there is a $\tilde{v} \in V$ such that $\tilde{v}$ is a period of $S$ in $N_{k^{\prime}+k}(x)$.

If $\tilde{v}=v$, then $v$ is a period of $S$ in $N_{k^{\prime}+k}(x)$. Note that for each $y \in N_{k^{\prime}}(x), N_{k^{\prime}+k}(x)$ contains each of the vectors $y$ and $y+v^{\prime}$. Therefore, $\operatorname{Bd}\left(S, v^{\prime}\right) \cap N_{k^{\prime}}(x)=\emptyset$, and thus any element in $V \backslash\{v\}$ is a period of $B d\left(S, v^{\prime}\right)$ in $N_{k^{\prime}}(x)$.

If $\tilde{v} \neq v$, then $\tilde{v}$ is a period of $B d\left(S, v^{\prime}\right)$ in $N_{k^{\prime}}(x)$ : To see this, let $y \in N_{k^{\prime}}(x)$ such that $y+\tilde{v} \in N_{k^{\prime}}(x)$ and note that $y \in B d\left(S, v^{\prime}\right) \Longleftrightarrow y \in S$ and $y+v^{\prime} \notin S \Longleftrightarrow$ $y+\tilde{v} \in S$ and $y+v^{\prime}+\tilde{v} \notin S \Longleftrightarrow y+\tilde{v} \in B d\left(S, v^{\prime}\right)$.

In summary, we have shown that $B d\left(S, v^{\prime}\right)$ has property $(*)$ with respect to $V \backslash\{v\}$. This completes the proof of Lemma C.12.

We are now ready for the proof of Theorem 4.7.

## Proof of Theorem 4.7:

Due to Lemma C.8, it suffices to show the following:
A set $S \subseteq \mathbb{N}^{n}$ is semi-diced iff the following is true:
(a) every section of $S$ is semi-diced, and
(b) there exists a finite set $V \subseteq \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ such that every element in $V$ has exactly one non-zero coordinate and $S$ has property $(*)$ w.r.t. V.
The "only if" direction follows easily from Lemma C. 5 along with the definition of semi-diced sets. The proof of
the "if" direction proceeds by induction on $|V|$. The induction base for $|V|=1$ is established by Lemma C.9.

For the induction step, assume that $|V| \geqslant 2$, and let $v$ be an arbitrary element in $V$. By assumption we know that $V \subseteq \mathbb{N}^{n}$ is finite, that every element in $V$ has exactly one non-zero coordinate, that all sections of $S$ are semi-diced, and that $S$ has property $(*)$ with respect to $V$.

Lemma C. 11 tells us that all sections of $B d(S, v)$ and all sections of $B d(S,-v)$ are semi-diced. From Lemma C. 12 we obtain that $B d(S, v)$ and $B d(S,-v)$ have property $(*)$ with respect to $V \backslash\{v\}$. The induction hypothesis thus tells us that $B d(S, v)$ and $B d(S,-v)$ are semi-diced.

Our aim is to show that $S$ is semi-diced. For simplicity in notation we assume w.l.o.g. that

$$
v=k \cdot e_{1}=(k, 0, \ldots, 0)
$$

for some $k \in \mathbb{N}_{\geqslant 1}$. Furthermore, we write

$$
B^{+}:=B d(S, v) \quad \text { and } \quad B^{-}:=B d(S,-v)
$$

We already know that $B^{+}$and $B^{-}$are semi-diced. Using the construction from the proof of Lemma C.5, we obtain that there exists a period $q \in \mathbb{N}_{\geqslant 1}$ such that the following is true: $q$ is a multiple of $k$, and for each $\diamond \in\{+,-\}$ there exists a finite set $J^{\diamond}$ such that for each $j \in J \diamond$ there is a vector $v_{j}^{\diamond} \in \mathbb{N}^{n}$ and a set $l_{j}^{\diamond} \subseteq\{1, \ldots, n\}$ such that

$$
B^{\diamond}=\bigcup_{j \in J^{\diamond}}\left(v_{j}^{\diamond}+\sum_{i \in l_{j}^{\diamond}} \mathbb{N} q e_{i}\right) .
$$

Let $d$ be the smallest integer that is bigger than any component in any vector in

$$
\left\{v_{j}^{\diamond}: \diamond \in\{+,-\}, j \in J^{\diamond}\right\}
$$

From the particular choice of $d$ and $q$ we immediately obtain the following:
Claim C.13. For every $\diamond \in\{+,-\}$ and for every $x \in \mathbb{N}^{n}$ such that each component of $x$ is $\geqslant d$, the following is true: If $x \in B^{\diamond}$, then $x+\sum_{i=1}^{n} \mathbb{N} q e_{i} \subseteq B^{\diamond}$. If $x \notin B^{\diamond}$, then $x+\sum_{i=1}^{n} \mathbb{N} q e_{i} \subseteq \mathbb{N}^{n} \backslash B^{\diamond}$.
Let $c:=d+q$. Furthermore, let

$$
\mathbb{N}_{\geqslant c}^{n}:=\left\{x \in \mathbb{N}^{n}: \text { each component of } x \text { is } \geqslant c\right\}
$$

and $S_{\geqslant c}:=S \cap \mathbb{N}_{\geqslant c}^{n}$. Note that

$$
S=S_{\geqslant c} \cup \bigcup_{i=1}^{n} \bigcup_{\ell=0}^{c-1} S_{i, \ell}
$$

Since, by assumption, all sections $S_{i, \ell}$ of $S$ are semi-diced, in order to show that $S$ is semi-diced it suffices to show that
$S_{\geqslant c}$ is semi-diced. The remainder of the proof is devoted to showing that $S_{\geqslant c}$ is semi-diced.

Recall that $v=k \cdot e_{1}$. For $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}$ let

$$
\langle x\rangle_{\geqslant d}^{v}:=\left\{x+j \cdot v: j \in \mathbb{Z} \text { such that } x_{1}+j \cdot k \geqslant d\right\}
$$

Let

$$
\begin{aligned}
S^{(1)} & :=\left\{x \in S_{\geqslant c}:\langle x\rangle_{\geqslant d}^{v} \subseteq S\right\} \quad \text { and } \\
S^{(2)} & :=S_{\geqslant c} \backslash S^{(1)} .
\end{aligned}
$$

Note that $S_{\geqslant c}=S^{(1)} \cup S^{(2)}$. In order to show that $S_{\geqslant c}$ is semi-diced, it therefore suffices to show that $S^{(1)}$ is semidiced and to find a semi-diced set $S^{\prime}$ such that $S^{(2)} \subseteq S^{\prime} \subseteq$ $S \geqslant c$. To this end let us consider the set

$$
T:=\left\{x \in \mathbb{N}_{\geqslant c}^{n}:\langle x\rangle_{\geqslant d}^{v} \subseteq S \text { or }\langle x\rangle_{\geqslant d}^{v} \subseteq \mathbb{N}^{n} \backslash S\right\}
$$

and the cube

$$
\begin{aligned}
C:=\{x=( & \left.x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}: \\
& \left.c \leqslant x_{i}<c+q, \text { for each } i \in\{1, \ldots, n\}\right\} .
\end{aligned}
$$

Note that $T \supseteq S^{(1)}$.
Claim C.14. For all $x \in C \backslash T$, the following is true:
If $x \in S$, then $x+\sum_{i=1}^{n} \mathbb{N q e}_{i} \subseteq S$.
If $x \notin S$, then $x+\sum_{i=1}^{n} \mathbb{N q e}_{i} \subseteq \mathbb{N}^{n} \backslash S$.
Proof. Let $x \in C \backslash T$. Since $x \notin T$, there exist $x^{\prime}, x^{\prime \prime} \in$ $\langle x\rangle_{\geqslant d}^{V}$ with $x^{\prime} \in S$ and $x^{\prime \prime} \notin S$. By choice of $C$ and $q$ we obtain that there must exist integers $j^{+}$and $j^{-}$that have the following three properties:

$$
\begin{aligned}
& \bullet 0 \leqslant j^{+}<\frac{q}{k} \quad \text { and } \quad 0 \geqslant j^{-}>\frac{q}{k}, \\
& \bullet x \in S \Longleftrightarrow x+j^{+} \cdot v \in S \\
& \Longleftrightarrow x+\left(j^{+}+1\right) \cdot v \notin S, \\
& \bullet x \in S \Longleftrightarrow x+j^{-} \cdot v \in S \\
& \Longleftrightarrow x+\left(j^{-}-1\right) \cdot v \notin S .
\end{aligned}
$$

Let $j^{+}$and $j^{-}$be chosen such that these conditions are met and $\left|j^{+}\right|$and $\left|j^{-}\right|$is as small as possible. Clearly, for any $j$ with $j^{-} \leqslant j \leqslant j^{+}$we have that $x+j \cdot v \in S \Longleftrightarrow x \in S$.

Now let $y$ be an arbitrary element in $x+\sum_{i=1}^{n} \mathbb{N} q e_{i}$. It suffices to show that $x \in S \Longleftrightarrow y \in S$.
The proof of " $\Longrightarrow$ " proceeds as follows. If $x \in S$, then the following is true: $x+j^{+} \cdot v \in B^{+}, x+j^{-} \cdot v \in B^{-}$, and $x+j v \notin B^{+} \cup B^{-}$for any $j$ with $j^{-}<j<j^{+}$. By Claim C. 13 we obtain that $y+j^{+} \cdot v \in B^{+}, y+j^{-} \cdot v \in B^{-}$, and $y+j v \notin B^{+} \cup B^{-}$for any $j$ with $j^{-}<j<j^{+}$. Thus, Definition C. 10 tells us that $y+j \cdot v \in S$ for all $j$ with $j^{-} \leqslant j \leqslant j^{+}$. In particular, $y \in S$.

The proof of " $\Longleftarrow " ~ p r o c e e d s ~ a s ~ f o l l o w s . ~ I f ~ x \notin S$, then the following is true: $x+\left(j^{+}+1\right) \cdot v \in B^{-}, x+\left(j^{-}-1\right) \cdot v \in$ $B^{+}$, and $x+j \cdot v \notin B^{+} \cup B^{-}$for any $j$ with $j^{-} \leqslant j \leqslant j^{+}$. By Claim C. 13 we obtain that $y+\left(j^{+}+1\right) \cdot v \in B^{-}$, $y+\left(j^{-}-1\right) \cdot v \in B^{+}$, and $y+j \cdot v \notin B^{+} \cup B^{-}$for any $j$ with $j^{-} \leqslant j \leqslant j^{+}$. Thus, Definition C. 10 tells us that $y+j \cdot v \notin S$ for any $j$ with $j^{-} \leqslant j \leqslant j^{+}$. In particular, $y \notin S$. This completes the proof of Claim C.14.

Claim C.15. $T=\bigcup_{x \in C \cap T} x+\sum_{i=1}^{n} \mathbb{N} q e_{i} . \quad$ In particular, $T$ is semi-diced.

Proof. Let $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{N}_{\geqslant c}^{n}$. Consider the particular element $x=\left(x_{1}, \ldots, x_{n}\right) \in C$ where $x_{i} \equiv y_{i}[q]$, for every $i \in\{1, \ldots, n\}$. Obviously,

$$
y \in x+\sum_{i=1}^{n} \mathbb{N q e _ { i }}
$$

It suffices to show that $x \in T \Longleftrightarrow y \in T$.
The proof of " $\Longrightarrow$ " proceeds as follows: If $x \in T$, then (by definition of $T$ ), we have $\langle x\rangle_{\geqslant d}^{v} \subseteq S$ or $\langle x\rangle_{\geqslant d}^{v} \subseteq \mathbb{N}^{n} \backslash S$. In particular, this implies that $\langle x\rangle_{\geqslant d}^{v} \subseteq \mathbb{N}^{n} \backslash B^{\diamond}$, for any $\diamond \in$ $\{+,-\}$. By Claim C. 13 we obtain that $\langle y\rangle_{\geqslant d}^{v} \subseteq \mathbb{N}^{n} \backslash B^{\diamond}$, for any $\diamond \in\{+,-\}$. Thus, either $\langle y\rangle_{\geqslant d}^{v} \subseteq S$ or $\langle y\rangle_{\geqslant d}^{v} \subseteq \mathbb{N}^{n} \backslash S$. I.e., $y \in T$.

The proof of " $\Longleftarrow$ " follows analogously.
Claim C.16. $S^{(1)}$ is semi-diced.
Proof. It is straighforward to verify that $S^{(1)}$ has property $(*)$ with respect to the set $\{v\}$. Lemma C. 9 thus tells us that in order to show that $S^{(1)}$ is semi-diced, it suffices to show that every section $S_{1, \ell}^{(1)}$ (for any $\ell \in \mathbb{N}$ ) is semi-diced.

Note that $S_{1, \ell}^{(1)}=S_{1, \ell} \cap T$. By assumption we know that every section $S_{1, \ell}$ of $S$ is semi-diced, and by Claim C. 15 we know that $T$ is semi-diced. Since the class of semidiced sets is closed under intersection (cf., Lemma C.3), we therefore obtain that $S_{1, \ell}^{(1)}$ is semi-diced.
Claim C.17. The set

$$
S^{\prime}:=\bigcup_{x \in S \cap(C \backslash T)} x+\sum_{i=1}^{n} \mathbb{N} q e_{i}
$$

is semi-diced, and $S^{(2)} \subseteq S^{\prime} \subseteq S$.
Proof. $S^{\prime}$ is semi-diced by definition. Due to Claim C.14, $S^{\prime} \subseteq S$. It remains to show that $S^{(2)} \subseteq S^{\prime}$. To this end, consider an arbitrary $y \in S^{(2)}=S_{\geqslant c} \backslash S^{(1)}$. In particular, $y \notin T$.

Consider the particular element $x=\left(x_{1}, \ldots, x_{n}\right) \in C$ where $x_{i} \equiv y_{i}[q]$, for every $i \in\{1, \ldots, n\}$. Obviously, $y \in x+\sum_{i=1}^{n} \mathbb{N q e _ { i }}$.

Since $y \notin T$, Claim C. 15 tells us that $x \notin T$. Thus, Claim C. 14 (together with the fact that $y \in S$ ) tells us that $x \in S$. By definition of $S^{\prime}$, we then have that $x+\sum_{i=1}^{n} \mathbb{N q e _ { i }} \subseteq S^{\prime}$, and hence $y \in S^{\prime}$.

In summary, we know that $S_{\geqslant c}=S^{(1)} \cup S^{\prime}$, and $S^{(1)}$ and $S^{\prime}$ are semi-diced. Thus, $S_{\geqslant c}$ is semi-diced, and the proof of Theorem 4.7 is complete.

## C. 5 Proof of Proposition 4.2

We actually prove a result slightly stronger than Proposition 4.2. For formulating this result in the next lemma, we need the following notation.

Definition C.18. A language $L$ is called + -inv- $\mathrm{FO}(<)-$ definable in a language $M$ iff if there exists a sentence $\varphi$ of $\mathrm{FO}(<, \prec,+)$ such that for any string $u \in M$ and any two $\sigma[+]$-expansions $u_{1}$ and $u_{2}$ of $u$ we have $u_{1} \models \varphi$ iff $u_{2} \models \varphi$.

Note that Proposition 4.2 is an immediate consequence of the following lemma.

Lemma C.19. Let $n \in \mathbb{N}_{\geqslant 1}$, let $w_{1}, \ldots, w_{n} \in \Sigma^{*}$ such that $\left|w_{1}\right|=\cdots=\left|w_{n}\right| \geqslant 1$, let $\alpha_{1}, \ldots, \alpha_{n+1} \in \Sigma^{*}$, and let $M:=\alpha_{1} w_{1}^{*} \alpha_{2} w_{2}^{*} \cdots \alpha_{n} w_{n}^{*} \alpha_{n+1}$. Every language $L \subseteq$ $M$ that is +-inv- $\mathrm{FO}(<)$-definable in $M$ is regular.

The proof of Lemma C. 19 follows the line sketched in Section 4.2. We recall here the main steps and provide the missing details.

Recall that for $\bar{\alpha}:=\left(\alpha_{1}, \ldots, \alpha_{n+1}\right)$ and $\bar{w}:=$ ( $w_{1}, \ldots, w_{n}$ ) we use the following notation:

- $M_{\bar{\alpha}}^{\bar{w}}=\alpha_{1} w_{1}^{*} \alpha_{2} w_{2}^{*} \cdots \alpha_{n} w_{n}^{*} \alpha_{n+1}$.
- For $L \subseteq M \overline{\bar{w}}$, the set $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L) \subseteq \mathbb{N}^{n}$ consists of all vectors $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}$ such that the string $\alpha_{1} w_{1}^{\chi_{1}} \alpha_{2} w_{2}^{\chi_{2}} \cdots \alpha_{n} w_{n}^{\chi_{n}} \alpha_{n+1}$ associated to $x$ belongs to $L$.


## Proof of Lemma C.19:

Let $M:=M_{\bar{\alpha}}^{\bar{w}}$. Fix a language $L \subseteq M$ that is + -inv-FO $(<)$ definable in $M$. Let $S \subseteq \mathbb{N}^{n}$ be $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L)$.

Our goal is to show that $L$ is regular. By Theorem 4.5, it suffices to show that $S$ is semi-diced. By Theorem 4.7 it suffices to show that $S$ has the properties (a) and (b) stated in Theorem 4.7. I.e., it suffices to show that
(a) every section of $S$ is semi-diced, and
(b) there is a finite set $V \subseteq \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ such that every element in $V$ has exactly one non-zero coordinate and $\forall K \in$ $\mathbb{N}, \exists \ell \in \mathbb{N}$ such that the following is true: $\forall x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell, \exists v \in V$ such that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$.

The most difficult part is to show property (b). Property (a) then follows essentially by induction on $n$. We split the proof of (b) and (a) into two claims.

Claim C.20. S has property (b).
Proof. By Lemma 4.4, $S$ is semi-linear. Let $U \subseteq \mathbb{N}^{n} \backslash\{\mathbf{0}\}$ be the finite set given by Lemma 4.6 for $S$.

Let $V$ be defined as in (7), i.e.,

$$
V:=\left\{\|u\| \cdot e_{i}: u \in U \text { and } i \in \operatorname{supp}(u)\right\}
$$

where $e_{i}$ is the unit vector of $\mathbb{N}^{n}$ which has a 1 in its $i$-th component and 0 s in all other components. Clearly, $V$ is a finite subset of $\mathbb{N}^{n}$, and every element in $V$ has exactly one non-zero coordinate.

All we need to show is that $V$ has the following property:
$\forall K \in \mathbb{N}, \exists \ell \in \mathbb{N}$ such that the following is true: $\forall x \in \mathbb{N}^{n}$ with $\|x\| \geqslant \ell, \exists v \in V$ such that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$.

Let $K_{0}:=\max \{\|v\|, v \in V\}$. Now let $K \in \mathbb{N}$ be an arbitrary number. Let $\hat{K}:=K+K_{0}$. Choose $\ell:=\hat{\ell}$ to be the number obtained from Lemma 4.6 for the number $\hat{K}$.

Now let $x \in \mathbb{N}^{n}$ be an arbitrary vector with $\|x\| \geqslant \ell$. By Lemma 4.6 we obtain an $u \in U$ such that for all $j \in \mathbb{N}$ and for $x^{(j)}:=x+j u, N_{\hat{K}}(x)$ and $N_{\hat{K}}\left(x^{(j)}\right)$ are identical with respect to $S$.

If $|\operatorname{supp}(u)|=1$, then $u \in V$, and by choosing $v:=u$ we obtain that $x+v=x^{(1)}$, and thus $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$.

For the remainder of this proof we consider the case that $|\operatorname{supp}(u)| \geqslant 2$. For simplicity in notation we assume w.l.o.g. that $\operatorname{supp}(u)=\{1, \ldots, t\}$ for some $t \in \mathbb{N}$ with $2 \leqslant t \leqslant n$.

We choose $v:=\|u\| \cdot e_{1}$. By (7) we have $v \in V$. Our goal is to prove that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$. To this end, let us fix an arbitrary $z \in \mathbb{Z}^{n}$ with $\|z\| \leqslant K$. We need to show that $x+z \in S \Longleftrightarrow$ $x+v+z \in S$. We will see that this is a consequence of:

Claim 4.8. There exists $a J \in \mathbb{N}$ such that $x+J u+u+z \in S \Longleftrightarrow x+J u+v+z \in S$.

Before proving this claim, let us point out how to use the claim in order to show that $x+z \in S \Longleftrightarrow x+v+z \in S$.

Let $J$ be chosen according to Claim 4.8. We know that $N_{\hat{K}}(x), N_{\hat{K}}\left(x^{(J)}\right)$, and $N_{\hat{K}}\left(x^{(J+1)}\right)$ are identical with respect to $S$. Furthermore, $\|z\| \leqslant K$ and $\|v\| \leqslant K_{0}$, thus $\|z+v\| \leqslant$ $K+K_{0}=\hat{K}$. Therefore,

$$
\begin{align*}
x+z \in S & \Longleftrightarrow x^{(J+1)}+z \in S  \tag{1}\\
& \Longleftrightarrow x^{(J)}+u+z \in S  \tag{2}\\
& \Longleftrightarrow x^{(J)}+v+z \in S  \tag{3}\\
& \Longleftrightarrow x+v+z \in S \tag{4}
\end{align*}
$$

Here, equivalence (1) holds since $N_{\hat{K}}(x)$ and $N_{\hat{K}}\left(x^{(J+1)}\right)$ are identical w.r.t. $S$. Equivalence (2) holds since $x^{(J+1)}=$ $x^{(J)}+u$. Equivalence (3) holds due to Claim 4.8. Equivalence (4) holds since $N_{\hat{K}}\left(x^{(J)}\right)$ and $N_{\hat{K}}(x)$ are identical w.r.t. $S$.

In summary, we obtain that $N_{K}(x)$ and $N_{K}(x+v)$ are identical with respect to $S$. Therefore, in order to finish the proof of Claim C.20, it suffices to prove Claim 4.8.

## Proof of Claim 4.8:

By the assumption of Lemma C. 19 we are given strings $\alpha_{1}, \ldots, \alpha_{n+1} \in \Sigma^{*}$ and strings $w_{1}, \ldots, w_{n} \in \Sigma^{*}$ such that $\left|w_{1}\right|=\cdots=\left|w_{n}\right| \geqslant 1$.

Let $\ell:=\max \left\{\left|w_{1}\right|,\left|\alpha_{1}\right|, \ldots,\left|\alpha_{n+1}\right|\right\}$. We consider the alphabet

$$
\begin{equation*}
\Delta:=\Sigma \times\{w, \alpha\} \times\{1, \ldots, n+1\} \times\{1, \ldots, \ell\} \tag{22}
\end{equation*}
$$

With each of the strings $w_{i}$ (resp., $\alpha_{i}$ ) we associate a string $\tilde{w}_{i}$ (resp., $\tilde{\alpha}_{i}$ ) in $\Delta^{*}$ as follows:

- If $w_{i}=w_{i, 1} w_{i, 2} \cdots w_{i, \ell_{i}}$ with $w_{i, j} \in \Sigma$, then $\tilde{w}_{i}:=$ $\tilde{w}_{i, 1} \tilde{w}_{i, 2} \cdots \tilde{w}_{i, \ell_{i}}$ with $\tilde{w}_{i, j}:=\left(w_{i, j}, w, i, j\right)$.
- If $\alpha_{i}=\alpha_{i, 1} \alpha_{i, 2} \cdots \alpha_{i, s_{i}}$ with $\alpha_{i, j} \in \Sigma$, then $\tilde{\alpha}_{i}:=$ $\tilde{\alpha}_{i, 1} \tilde{\alpha}_{i, 2} \cdots \tilde{\alpha}_{i, s_{i}}$ with $\tilde{\alpha}_{i, j}:=\left(\alpha_{i, j}, \alpha, i, j\right)$.

For each $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{N}^{n}$ let

$$
\tilde{\mathcal{W}}(x):=\tilde{w}_{1}^{x_{1}} \tilde{w}_{2}^{x_{2}} \cdots \tilde{w}_{n}^{x_{n}} \in \Delta^{*} .
$$

Aiming at applying Lemma A. 2 we choose $\Delta$ as in equation (22), and $\Gamma:=\left\{\mathbf{0}_{i}, \mathbf{1}_{i}, \mathbf{2}_{i}: i \in\{2, \ldots, t\}\right\}$. We let $k^{\prime}:=1+q r(\varphi)$, where $\varphi$ is the + -inv- $\mathrm{FO}(<)$-sentence that, by assumption, defines language $L$ in $M$. Furthermore, we let

$$
\begin{aligned}
H & :=\tilde{\alpha}_{1} \tilde{\alpha}_{2} \cdots \tilde{\alpha}_{n+1} \tilde{\mathcal{W}}(x+z) \\
G & :=\varepsilon, \\
U & :=\tilde{\mathcal{W}}(u) .
\end{aligned}
$$

Note that $|U| \geqslant 1$. For each $\gamma \in \Gamma$, the string $U_{\gamma}$ is defined as follows: For every $i \in\{2, \ldots, t\}$,

$$
\begin{aligned}
U_{0_{i}} & :=U \\
U_{1_{i}} & :=\tilde{\mathcal{W}}\left(u+e_{1}-e_{i}\right) \\
U_{2_{i}} & :=\tilde{\mathcal{W}}\left(u-e_{1}+e_{i}\right) .
\end{aligned}
$$

Note that $\left|U_{\gamma}\right|=|U|$ for every $\gamma \in \Gamma$ (since $\left|\tilde{w}_{1}\right|=\cdots=$ $\left.\left|\tilde{w}_{n}\right|\right)$.

We choose $m:=|U|$. Let $h, g, k^{\prime \prime}$ and $r:=$ $r\left(m, h, g, k^{\prime \prime}\right)$ and $P \subseteq \mathbb{N}$ and $i_{j}$ (for $j \in \mathbb{N}$ ) be chosen as in Lemma A.2.
We let $d \in \mathbb{N}$ be large enough such that $(\underline{v},<) \approx_{r}(\underline{w},<)$ for the strings

$$
v:=\mathbf{0}_{2}^{d} \mathbf{0}_{2}^{u_{2}} \mathbf{1}_{2}^{d} \mathbf{2}_{2}^{d} \quad \mathbf{0}_{2}^{d} \mathbf{0}_{3}^{u_{3}} \mathbf{1}_{3}^{d} \mathbf{2}_{3}^{d} \cdots \mathbf{0}_{t}^{d} \mathbf{0}_{t}^{u_{t}} \mathbf{1}_{t}^{d} \mathbf{2}_{t}^{d}
$$

and

$$
w:=\mathbf{0}_{2}^{d} \mathbf{1}_{2}^{u_{2}} \mathbf{1}_{2}^{d} \mathbf{2}_{2}^{d} \quad \mathbf{0}_{2}^{d} \mathbf{1}_{3}^{u_{3}} \mathbf{1}_{3}^{d} \mathbf{2}_{3}^{d} \cdots \mathbf{0}_{t}^{d} \mathbf{1}_{t}^{u_{t}} \mathbf{1}_{t}^{d} \mathbf{2}_{t}^{d}
$$

(an easy EF-game argument shows that any $d>2^{r}$ will do, see e.g. [11]). Let $D=d_{v}=d_{w}$ be the length of each of these strings, i.e., $D=3 d \cdot(t-1)+\sum_{i=2}^{t} u_{i}$.

Let $V$ and $W$ be chosen as in Lemma A.2, i.e., (recall that $G=\varepsilon$ )

$$
\begin{aligned}
V & =H U^{i_{0}}\left(Q_{j} U^{i_{j}}\right)_{j=1, \ldots, D} \\
W & =H U^{i_{0}}\left(R_{j} U^{i_{j}}\right)_{j=1, \ldots, D}
\end{aligned}
$$

and
where, for each $j \geqslant 1$ and each $\gamma \in \Gamma$ the following is true: If $\gamma$ is the $j$-th letter in $v$ (respectively, $w$ ), then $Q_{j}=U_{\gamma}$ (respectively, $R_{j}=U_{\gamma}$ ).

Aiming at applying part (b) of Lemma A.2, we let, for each $a \in \Sigma, \psi_{a}(x)$ be a (quantifier-free) formula that states that there exists $\left(j_{1}, j_{2}, j_{3}\right) \in\{w, \alpha\} \times\{1, \ldots, n+1\} \times$ $\{1, \ldots, \ell\}$ such that the letter at position $x$ is $\left(a, j_{1}, j_{2}, j_{3}\right) \in$ $\Delta$ : The formula $\psi_{a}(x)$ is simply the disjunction of the formulas $P_{\left(a, j_{1}, j_{2}, j_{3}\right)}(x)$ for all $\left(j_{1}, j_{2}, j_{3}\right) \in\{w, \alpha\} \times$ $\{1, \ldots, n+1\} \times\{1, \ldots, \ell\}$.

Then, the strings $V^{\prime}$ and $W^{\prime}$ defined in Lemma A. 2 are identical to the strings $V$ and $W$, where each letter in $\Delta$ is restricted to its first component.

We let $\psi_{\text {Ord }}(x, y)$ be a formula which, when interpreted in $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$, defines a linear order on the domain of $\underline{V}$ and $\underline{W}$ such that when reading the letters of $\underline{V}$ and $\underline{W}$ according to this particular linear order, one obtains strings that belong to

$$
\tilde{\alpha}_{1} \tilde{w}_{1}^{*} \tilde{\alpha}_{2} \tilde{w}_{2}^{*} \cdots \tilde{\alpha}_{n} \tilde{w}_{n}^{*} \tilde{\alpha}_{n+1}
$$

By our particular choice of the alphabet $\Delta$, it is straightforward to see that this can be formalized by a quantifier-free formula $\psi_{\text {ord }}(x, y)$.

Furthermore, we let $\psi_{\text {Succ }}(x, y)$ be a first-order formula (of quantifier rank 1) that defines the successor relation that corresponds to the linear order defined by $\psi_{\text {Ord }}(x, y)$.

Let $V^{\prime \prime}$ and $W^{\prime \prime}$ be chosen as in Lemma A. 2 (b). I.e., $V^{\prime \prime}$ and $W^{\prime \prime}$ are the strings obtained from reading the letters of $V^{\prime}$ and $W^{\prime}$ according to the successor relation defined by $\psi_{\text {Succ }}$. It is straightforward to see that $V^{\prime \prime}$ and $W^{\prime \prime}$ both belong to $M=M_{\bar{\alpha}}^{\bar{w}}=\alpha_{1} w_{1}^{*} \alpha_{2} w_{2}^{*} \cdots \alpha_{n} w_{n}^{*} \alpha_{n+1}$.

From Lemma A.2 (b) (ii) we obtain that $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(<)$-sentences of quantifier rank at most $k:=k^{\prime}-1$. Since, by assumption, $\varphi$ is a + -inv- $\mathrm{FO}(<)$-sentence of quantifier rank $k$ that defines the language $L$ in $M$, we obtain that $V^{\prime \prime} \in L \Longleftrightarrow W^{\prime \prime} \in L$. Thus, if $y_{V}$ and $y_{w}$ are elements in $\mathbb{N}^{n}$ such that

$$
\begin{aligned}
V^{\prime \prime} & =\alpha_{1} w_{1}^{y V, 1} \alpha_{2} w_{2}^{y V, 2} \cdots \alpha_{n} w_{n}^{y V, n} \alpha_{n+1} \\
W^{\prime \prime} & =\alpha_{1} w_{1}^{y W, 1} \alpha_{2} w_{2}^{y w, 2} \cdots \alpha_{n} w_{n}^{y w, n} \alpha_{n+1}
\end{aligned}
$$

then we have

$$
\begin{equation*}
y_{v} \in S \Longleftrightarrow y_{w} \in S \tag{23}
\end{equation*}
$$

Now let $\tilde{y}_{V}$ and $\tilde{y}_{w}$ be the vectors in $\mathbb{N}^{n}$ which, for each $i \in\{1, \ldots, n\}$, indicate in their $i$-th component the number of copies of $\tilde{w}_{i}$ that occur in $V$ and $W$, respectively. Note that

$$
\begin{aligned}
V^{\prime \prime} & =\alpha_{1} w_{1}^{\tilde{y} V, 1} \alpha_{2} w_{2}^{\tilde{y} V, 2} \cdots \alpha_{n} w_{n}^{\tilde{y} V, n} \alpha_{n+1} \\
W^{\prime \prime} & =\alpha_{1} w_{1}^{\tilde{y} W, 1} \alpha_{2} w_{2}^{\tilde{\tilde{W}} W, 2} \cdots \alpha_{n} w_{n}^{\tilde{y} W, n} \alpha_{n+1}
\end{aligned}
$$

Therefore, from equation (23) we obtain that $\tilde{y}_{V} \in S \Longleftrightarrow$ $\tilde{y}_{W} \in S$. To finish the proof of Claim 4.8, it thus suffices to show that there exists a $J \in \mathbb{N}$ such that

$$
\tilde{y}_{V}=x^{(J)}+u+z \quad \text { and } \quad \tilde{y}_{V}=x^{(J)}+v+z
$$

To this end, note that

$$
\begin{aligned}
& \tilde{y}_{v}= \\
& \underbrace{x+z+\left(\sum_{j=0}^{D} i_{j}\right) \cdot u+3 d(t-1) \cdot u}_{=: y^{\prime}}+\left(\sum_{i=2}^{t} u_{i}\right) \cdot u
\end{aligned}
$$

and

$$
\tilde{y}_{W}=y^{\prime}+\sum_{i=2}^{t}\left(u_{i} \cdot\left(u+e_{1}-e_{i}\right)\right) .
$$

Note that $v=\|u\| \cdot e_{1}=u+\sum_{i=2}^{t}\left(u_{i} \cdot\left(e_{1}-e_{i}\right)\right)$. Therefore,

$$
\sum_{i=2}^{t}\left(u_{i} \cdot\left(u+e_{1}-e_{i}\right)\right)=\left(\left(\sum_{i=2}^{t} u_{i}\right)-1\right) \cdot u+v
$$

For

$$
J:=\left(\sum_{j=0}^{D} i_{j}\right)+3 d(t-1)+\left(\left(\sum_{i=2}^{t} u_{i}\right)-1\right)
$$

we thus obtain that $\tilde{y}_{V}=x+z+J \cdot u+u$ and $\tilde{y}_{w}=$ $x+z+J \cdot u+v$. I.e.,

$$
\tilde{y}_{v}=x^{(J)}+u+z \quad \text { and } \quad \tilde{y}_{w}=x^{(J)}+v+z
$$

Thus, the proof of Claim 4.8 - and hence also the proof of Claim C. 20 - is complete.

We are now ready to finish the proof of Lemma C.19, i.e., to show the following:

Claim C.21. S has property $(a)$ and (b), i.e., $S$ is semidiced.

Proof. We proceed by induction on $n$. From Lemma 4.4, we know that the set $S=\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L) \subseteq \mathbb{N}^{n}$ is semi-linear.

For the induction base $n=1$ note that every semi-linear set is a finite union of sets of the form $m+\mathbb{N} p$, where $m, p \in$ $\mathbb{N}$. Note that since $n=1$, each of these sets is diced, and thus $S$ is semi-diced. Theorem 4.7 therefore tells us that $S$ has property (a) and (b).

For the induction step let $n \geqslant 2$. Let $w_{1}, \ldots, w_{n}$, $\alpha_{1}, \ldots, \alpha_{n+1}$, and $M$ be chosen as in the assumption of Lemma C.19, and let $\bar{\alpha}:=\left(\alpha_{1}, \ldots, \alpha_{n+1}\right)$ and $\bar{w}:=$ $\left(w_{1}, \ldots, w_{n}\right)$. Let $L \subseteq M$ be a language that is + -inv- $\mathrm{FO}(<$ )-definable in $M$. Our aim is to show that the set $S=$ $\mathscr{S}_{\bar{\alpha}}^{\bar{w}}(L) \subseteq \mathbb{N}^{n}$ has property (a) and (b) (i.e., by Theorem 4.7, $S$ is semi-diced).

From Claim C. 20 we already know that $S$ has property (b). For showing that $S$ also has property (a), we choose $i \in\{1, \ldots, n\}$ and $\ell \in \mathbb{N}$, and show that the set $S_{i, \ell}$ is semidiced. For simplicity in notation, we only consider the case where $i=n$ (the proof for $i<n$ is analogous).
Let $\bar{w}^{\prime}:=\left(w_{1}, \ldots, w_{n-1}\right)$ and $\bar{\alpha}^{\prime}:=\left(\alpha_{1}, \ldots, \alpha_{n-1}, \alpha_{n}^{\prime}\right)$ where $\alpha_{n}^{\prime}:=\alpha_{n} w_{n}^{\ell} \alpha_{n+1}$.

Clearly, for every $x=\left(x_{1}, \ldots, x_{n-1}\right) \in \mathbb{N}^{n-1}$ we have $\mathcal{W}_{\bar{\alpha}^{\prime}}^{\bar{w}^{\prime}}(x)=\mathcal{W} \overline{\bar{\alpha}}(x, \ell)$, where

$$
\begin{aligned}
\mathcal{W}_{\bar{\alpha}^{\prime}}^{\bar{w}^{\prime}}(x) & :=\alpha_{1} w_{1}^{x_{1}} \alpha_{2} w_{2}^{x_{2}} \cdots \alpha_{n-1} w_{n-1}^{x_{n-1}} \alpha_{n}^{\prime}, \\
\mathcal{W}_{\bar{\alpha}}^{\bar{w}}(x, \ell) & :=\alpha_{1} w_{1}^{x_{1}} \alpha_{2} w_{2}^{x_{2}} \cdots \alpha_{n-1} w_{n-1}^{n-1} \alpha_{n} w_{n}^{\ell} \alpha_{n+1} .
\end{aligned}
$$

Let us consider the set $S_{n, \ell}=\left\{y=\left(y_{1}, \ldots, y_{n-1}, \ell\right): y \in\right.$ $S\}$ and the language $L^{\prime}:=$

$$
\begin{equation*}
\left\{\mathcal{W}_{\bar{\alpha}}^{\bar{w}}(y): y \in S_{n, \ell}\right\}=\left\{\mathcal{W}_{\bar{\alpha}^{\prime}}^{\bar{w}^{\prime}}(x):(x, \ell) \in S_{n, \ell}\right\} \tag{24}
\end{equation*}
$$

Clearly, $L^{\prime} \subseteq M^{\prime}:=M \overline{\bar{\alpha}}^{\bar{w}^{\prime}}$, and $L^{\prime}$ is +-inv- $\mathrm{FO}(<)$-definable in $M^{\prime}$ (by the same +-inv- $\mathrm{FO}(<)$-sentence that, by assumption, defines $L$ in $M$ ).

From the induction hypothesis we obtain that the set $S^{\prime}:=\mathscr{S}_{\bar{\alpha}^{\prime}}^{\bar{w}^{\prime}}\left(L^{\prime}\right) \subseteq \mathbb{N}^{n-1}$ has property (a) and (b), i.e., $S^{\prime}$ is semi-diced. Note that

$$
\begin{aligned}
S^{\prime} & = \\
& \left\{x \in \mathbb{N}^{n-1}: \mathcal{W}_{\bar{\alpha}^{\prime}}^{\overline{\mathrm{w}}^{\prime}}(x) \in L^{\prime}\right\} \\
= & \left\{x \in \mathbb{N}^{n-1}:(x, \ell) \in S\right\} .
\end{aligned}
$$

Thus, $S_{n, \ell}=S^{\prime} \times\{(\ell)\}$. We already know that $S^{\prime}$ is semi-diced. Consequently, also $S_{n, \ell}$ is semi-diced. This completes the proof Claim C. 21 and thus also the proof of Lemma C.19.

## C. 6 Proof of Theorem 4.1

In fact, we even get a result slightly stronger than Theorem 4.1. The following formulation of this result uses the notation introduced in Definition C. 18 .

Theorem C.22. Let $n \in \mathbb{N}_{\geqslant 1}$, and let $w_{1}, \ldots, w_{n} \in \Sigma^{*}$. Every language $L \subseteq w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}$ that is + -inv- $\mathrm{FO}(<)$ definable in $w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}$ is regular.

Note that Theorem 4.1 is an immediate consequence of Theorem C.22. The proof of Theorem C. 22 can be obtained as an easy consequence of Lemma C. 19 from Section C.5:

## Proof of Theorem C.22:

Let $L \subseteq w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}$ be +-inv-FO $(<)$-definable in $w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}$ by a + -inv- $\mathrm{FO}(<)$-sentence $\varphi$. W.l.o.g. we can assume that each $w_{i}$ is nonempty, i.e, $\left|w_{i}\right| \geqslant 1$.

Let $\ell:=\operatorname{lcm}\left\{\left|w_{1}\right|, \ldots,\left|w_{n}\right|\right\}$. For each $i \in\{1, \ldots, n\}$ let $\ell_{i}:=\frac{\ell}{\left|w_{i}\right|}$, let $\hat{w}_{i}:=w_{i}^{\ell_{i}}$, and for each $j \in\left[\ell_{i}\right]=$ $\left\{0, \ldots, \ell_{i}-1\right\}$ let $\alpha_{i, j}:=w_{i}^{j}$.
Clearly, for $J:=\left[\ell_{1}\right] \times \cdots \times\left[\ell_{n}\right]$ we have $w_{1}^{*} w_{2}^{*} \cdots w_{n}^{*}=$

$$
\begin{equation*}
\bigcup_{\left(j_{1}, \ldots, j_{n}\right) \in J} \underbrace{\alpha_{1, j_{1}} \hat{w}_{1}^{*} \alpha_{2, j_{2}} \hat{w}_{2}^{*} \cdots \alpha_{n, j_{n}} \hat{w}_{n}^{*}}_{=: M_{j} \text { for } j:=\left(j_{1}, \ldots, j_{n}\right)} . \tag{25}
\end{equation*}
$$

For each $j \in J$ let $L_{j}:=L \cap M_{j}$. Note that for every word $w \in M_{j}$ we have $w \in L_{j} \Longleftrightarrow w \models \varphi$. Thus, $L_{j}$ is + -inv- $\mathrm{FO}(<)$-definable in $M_{j}$. Furthermore, $\left|\hat{w}_{1}\right|=\cdots=\left|\hat{w}_{n}\right| \geqslant 1$. Thus, we obtain from Lemma C. 19 (with $\alpha_{n+1}$ being the empty word) that $L_{j}$ is regular. Since $L=\bigcup_{j \in J} L_{j}$ and since the class of regular languages is closed under union, we obtain that $L$ is regular. Thus, the proof of Theorem C. 22 is complete.

## D Proofs omitted in Section 5

## D.1 Proof of Theorem 5.1

## Proof of Theorem 5.1 (continued):

Let $L$ be a commutative language that is definable in + -inv-FO $(<)$. Let $\Sigma$ be the alphabet of $L$, let $n:=|\Sigma|$, and let $\sigma_{1}, \ldots \sigma_{n}$ be an enumeration of all letters in $\Sigma$.

Let $L^{\prime}:=L \cap \sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$. Clearly, $L^{\prime}$ is + -inv- $\mathrm{FO}(<)$ definable (since, by assumption, $L$ is definable in + -inv- $\mathrm{FO}(<)$ and, obviously, $\sigma_{1}^{*} \sigma_{2}^{*} \cdots \sigma_{n}^{*}$ is definable in $\mathrm{FO}(<))$. By Theorem 4.1 we obtain that $L^{\prime}$ is regular. Since $L$ is commutative, we know that $L=c\left(L^{\prime}\right)$. From Theorem 5.2 we obtain that $L$ is regular.

## D. 2 Proof of Theorem 5.4

We will make use of the following pumping lemma for languages definable in + -inv- $\mathrm{FO}(<)$.

Lemma D.1. Let $L$ be a language definable in $+-i n v-\mathrm{FO}(<)$. Let $u, v, w_{1}, w_{2}, w_{3}$ be five words of $\Sigma^{*}$. Let

$$
\delta_{u}=|v| \cdot(|u|+|v|) \quad \text { and } \quad \delta_{v}=|u| \cdot(|u|+|v|) .
$$

Then we have: $\forall I \in \mathbb{N}, \exists \nu \in \mathbb{N}$ such that

$$
\begin{equation*}
w_{1} u^{\nu+l \delta_{u}} w_{2} v^{\nu-l \delta_{v}} w_{3} \in L \text { iff } w_{1} u^{\nu} w_{2} v^{\nu} w_{3} \in L \tag{26}
\end{equation*}
$$

Proof. We assume w.l.o.g. that $|u| \geqslant 1$ and $|v| \geqslant 1$ (note that the lemma's statement is trivial if $|u|=0$ or $|v|=0$ ).

Let $\alpha=|u|, \beta=|v|$, and $z=\alpha \beta$. Let $k$ be the quantifier rank of the + -inv- $\mathrm{FO}(<)$ formula defining $L$, and choose $k^{\prime}:=k+1$.

Aiming at applying Lemma A.2, we let $\Gamma:=\{\mathbf{0}, \mathbf{1}\}$ and

$$
\begin{aligned}
\Delta:=\Sigma \cup\{(a, u) \mid a \in \Sigma\} \\
\cup\{(a, v) \mid a \in \Sigma\} \\
\cup\left\{\left(a, w_{1}\right) \mid a \in \Sigma\right\} \\
\cup\left\{\left(a, w_{2}\right) \mid a \in \Sigma\right\} \\
\cup\left\{\left(a, w_{3}\right) \mid a \in \Sigma\right\} .
\end{aligned}
$$

With each of the strings $u, v, w_{1}, w_{2}, w_{3}$ we associate a string $\tilde{u}, \tilde{v}, \tilde{w_{1}}, \tilde{w_{2}}, \tilde{w_{3}}$ of $\Delta^{*}$ by using the letters marking the string it belongs to.

We further let

$$
\begin{array}{ll}
H:=\tilde{w}_{1} \tilde{w}_{2} \tilde{w}_{3}, & G:=\varepsilon \\
U:=(\tilde{u} \tilde{v})^{z}, & U_{0}:=\tilde{u}^{\delta_{u}}, \quad U_{1}=\tilde{v}^{\delta_{v}} . \tag{27}
\end{array}
$$

We choose $m:=|U|$ and note that $m \geqslant 1$ and $|U|=$ $\left|U_{\mathbf{0}}\right|=\left|U_{\mathbf{1}}\right|$. We let $h, g, k^{\prime \prime}$ and $r:=r\left(m, h, g, k^{\prime \prime}\right)$ and $P=\left\{p_{1}, p_{2}, \ldots\right\} \subseteq \mathbb{N}$ and $i_{j}$ (for $j \in \mathbb{N}$ ) be chosen according to Lemma A.2.

Now fix an arbitrary $I \in \mathbb{N}$, and let $d \in \mathbb{N}$ be a large enough number such that for all $d_{0}, d_{1}>d$,

$$
\begin{equation*}
\mathbf{0}^{d_{0}} \mathbf{1}^{d_{1}} \approx_{r} \mathbf{0}^{d_{0}+l} \mathbf{1}^{d_{1}-l} \tag{28}
\end{equation*}
$$

An easy EF-game argument shows that any $d>2^{r+l}$ will do, see e.g. [11].

We choose

$$
\begin{equation*}
d_{0}:=d \cdot \alpha, \quad d_{1}:=d \cdot \beta, \quad d^{\prime}:=d_{0}+d_{1} \tag{29}
\end{equation*}
$$

Notice that $\delta_{u} \cdot d_{0}=\delta_{V} \cdot d_{1}=d \cdot \alpha \cdot \beta \cdot(\alpha+\beta)$, and that both $d_{0}$ and $d_{1}$ are greater than $d$ (since $\alpha \neq 0$ and $\beta \neq 0$ ).

Recall that according to Lemma A.2, $i_{0}, i_{1}, \ldots, i_{d^{\prime}}$ are the following numbers: $i_{0}=\frac{p_{1}-h}{m}$, and $i_{j}=\frac{p_{j+1}-p_{j}}{m}-1$ for all $1 \leqslant j \leqslant d^{\prime}$. We set

$$
\begin{equation*}
\nu=z \cdot\left(i_{0}+i_{1}+\cdots+i_{d^{\prime}}\right)+\delta_{u} \cdot d_{0} \tag{30}
\end{equation*}
$$

Now let $V$ and $W$ be chosen according to Lemma A. 2 i.e.,

$$
\begin{aligned}
& V=\tilde{w}_{1} \tilde{w}_{2} \tilde{w}_{3}(\tilde{u} \tilde{v})^{z i_{0}}\left(\tilde{u}^{\delta_{u}}(\tilde{u} \tilde{v})^{z_{j}}\right)_{j=1}^{d_{0}}\left(\tilde{v}^{\delta_{v}}(\tilde{u} \tilde{v})^{z_{j}}\right)_{j=d_{0}+1}^{d^{\prime}} \\
& W=\tilde{w}_{1} \tilde{w}_{2} \tilde{w}_{3}(\tilde{u} \tilde{v})^{z_{0}}\left(\tilde{u}^{\delta_{u}}(\tilde{u} \tilde{v})^{z_{j} j_{j}}\right)_{j=1}^{d_{0}+1}\left(\tilde{v}^{\delta_{v}}(\tilde{u} \tilde{v})^{2 i_{j}}\right)_{j=d_{0}+l+1}^{d^{\prime}}
\end{aligned}
$$

Note that the number of occurences of $\tilde{u}$ in $V$ is $\nu$, and the number of occurrences of $\tilde{v}$ in $V$ is $\nu$, while the number of occurrences of $\tilde{u}$ and $\tilde{v}$ in $W$ is, respectively, $\nu+\delta_{u} l$ and $\nu-\delta_{v} l$.

Aiming at applying part (b) of Lemma A. 2 we let, for each $a \in \Sigma, \psi_{a}(x)$ be the quantifier-free formula satisfied by all positions $x$ whose label is either $a$ or $(a, u)$ or $(a, v)$ or $\left(a, w_{i}\right)$ for $i \in\{1,2,3\}$.

We let $\psi_{O r d}(x, y)$ be a formula which, when interpreted in $(\underline{V},<,+, P)$ and $(\underline{W},<,+, P)$, defines a linear order on the domain of $\underline{V}$ and $\underline{W}$ such that, when reading the letters of $\underline{V}$ and $\underline{W}$ according to this particular linear order, one obtains strings that belong to

$$
\tilde{w}_{1} \tilde{u}^{*} \tilde{w}_{2} \tilde{v}^{*} \tilde{w}_{3} .
$$

By our particular choice of the alphabet $\Delta$, it is straightforward to see that this can be formalized by a quantifier-free formula $\psi_{\text {Ord }}(x, y)$.

Furthermore, we let $\psi_{S u c c}(x, y)$ be a first-order formula (of quantifier-rank 1) that defines the successor relation that corresponds to the linear order defined by $\psi_{\text {Ord }}(x, y)$.

Then, the strings $V^{\prime \prime}$ and $W^{\prime \prime}$ defined in Lemma A. 2 are:

$$
\begin{align*}
V^{\prime \prime} & =w_{1} u^{\nu} w_{2} v^{\nu} w_{3}, \\
W^{\prime \prime} & =w_{1} u^{\nu+\delta_{u} I} w_{2} v^{\nu-\delta_{v} I} w_{3} \tag{31}
\end{align*}
$$

Now, by Lemma A. 2 we know that $V^{\prime \prime}$ and $W^{\prime \prime}$ satisfy the same + -inv- $\mathrm{FO}(<)$-sentences of quantifier-rank at most $k^{\prime}-1$. Thus, by our choice of $k^{\prime}$ we obtain that $V^{\prime \prime} \in L$ iff $W^{\prime \prime} \in L$. This completes the proof of Lemma D.1.

The following notation will be useful for our proof of Theorem 5.4.

Let $A$ be a deterministic pushdown-automaton (DPDA, for short) whose set of states is $Q$, and whose stack alphabet is $\Gamma$. A configuration of $A$ is a pair $(q, \gamma)$ where $q \in Q$ and $\gamma \in \Gamma^{*}$ is the content of the stack. The type of a configuration $(q, \gamma)$ is the pair $(q, S)$ where $S$ is the top symbol of the stack $\gamma$. Because $A$ is deterministic, for each $w \in \Sigma^{*}$ there is a unique type reached by $A$ after reading $w$, denoted by $\tau_{A}(w)$. Given a string $w \in \Sigma^{*}$ we say that $w$ is a loop for the type $(q, S)$ if, when starting in the configuration $(q, S)$ (where the stack contains only the symbol $S$ ), $A$ ends in the same configuration $(q, S)$ after reading $w$.

Definition D.2. Let $A$ be a DPDA, and let $L$ be the language accepted by $A$. A tuple $\left(u, v, w_{1}, w_{2}\right)$ is a pumping pair for $L$ if

1. $w_{2}$ is a loop for $\tau_{A}\left(w_{1} u\right)$,
2. $u w_{2} v$ is a loop for $\tau_{A}\left(w_{1}\right)$,
3. $\tau_{A}\left(w_{1}\right)=\tau_{A}\left(w_{1} u\right)$, and
4. $\tau_{A}\left(w_{1} u w_{2}\right)=\tau_{A}\left(w_{1} u w_{2} v\right)$.

Note that if $\left(u, v, w_{1}, w_{2}\right)$ is a pumping pair for $L$, then also $\left(u, v, w_{1} u, w_{2}\right)$ is a pumping pair for $L$.

We will make use of the following pumping lemma for deterministic context-free languages:

Lemma D.3. Let $L$ be a deterministic context-free language recognized by a DPDA A. Let $\left(u, v, w_{1}, w_{2}\right)$ be a pumping pair for $L$. Then, for all $w_{3} \in \Sigma^{*}$ and all $k, l \in \mathbb{N}$ we have:

$$
\begin{equation*}
w_{1} u^{k} u^{\prime} w_{2} v^{\prime} w_{3} \in L \quad \text { iff } \quad w_{1} u^{k} w_{2} w_{3} \in L \tag{32}
\end{equation*}
$$

Proof. By induction on $I$, using Definition D.2, one easily sees that $u^{\prime} w_{2} v^{\prime}$ is a loop for $\tau_{A}\left(w_{1}\right)$. By induction on $k$, using Definition D. 2 we also obtain that $\tau_{A}\left(w_{1}\right)=\tau_{A}\left(w_{1} u^{k}\right)$. The lemma then follows easily.

We are now ready to prove a pumping lemma for deterministic context-free languages definable in + -inv- $\mathrm{FO}(<)$.

Lemma D.4. Let L be a deterministic context-free language definable in $+-i n v-\mathrm{FO}(<)$. Let $\left(u, v, w_{1}, w_{2}\right)$ be a pumping pair for $L$, and let $\delta=(|u|+|v|)^{2}$.
Then, for all $w_{3} \in \Sigma^{*}$ and for all $I \in \mathbb{N}$ we have:

$$
\begin{equation*}
w_{1} u w_{2} v w_{3} \in L \quad \text { iff } \quad w_{1} u u^{1 \delta} w_{2} v w_{3} \in L . \tag{33}
\end{equation*}
$$

Proof. Fix $w_{3}$ and $l$.
Since $L$ is definable in + -inv- $\mathrm{FO}(<)$, we can apply Lemma D. 1 with $I$, and we get a number $\nu \in \mathbb{N}$ such that

$$
\begin{equation*}
w_{1} u^{\nu+I \delta_{u}} w_{2} v^{\nu-I \delta_{v}} w_{3} \in L \text { iff } w_{1} u^{\nu} w_{2} v^{\nu} w_{3} \in L \tag{34}
\end{equation*}
$$

Notice that $\delta=\delta_{u}+\delta_{v}$. Since $L$ is deterministic contextfree, applying Lemma D. 3 to the left hand side of (34) yields:

$$
\begin{align*}
w_{1} u^{\nu+I \delta_{u}} w_{2} v^{\nu-I \delta_{v}} w_{3} \in L & \text { iff } w_{1} u^{\nu+I \delta} w_{2} v^{\nu} w_{3} \in L \\
& \text { iff } w_{1} u u^{I \delta} w_{2} v w_{3} \in L . \tag{35}
\end{align*}
$$

Applying Lemma D. 3 to the right hand side of (34) yields:

$$
\begin{equation*}
w_{1} u^{\nu} w_{2} v^{\nu} w_{3} \in L \quad \text { iff } \quad w_{1} u w_{2} v w_{3} \in L \tag{36}
\end{equation*}
$$

Now, combining (34), (35), and (36) concludes the proof of Lemma D.4.

For the proof of Theorem 5.4 we use the following notation:

If $L$ is a language, then two words $w$ and $w^{\prime}$ are said to be $L$-equivalent if $\forall \gamma, w \gamma \in L$ iff $w^{\prime} \gamma \in L$. We are now ready to conclude the proof of Theorem 5.4.

The next notation is taken from [20]. A word $u$ is said to be null-transparent for $L$ if it satisfies the following:

$$
\begin{aligned}
& \forall x, y \in \Sigma^{*}, \forall m, n \in \mathbb{N} \\
& \text { if }|y|<\min \{m, n\} \\
& \text { then } \quad x u^{m} y \in L \text { iff } x u^{n} y \in L .
\end{aligned}
$$

We will use the next lemma, proved by Valiant in [20] (there, the lemma was used in order to show the decidability of the problem whether a given deterministic context-free language is regular).

Lemma D. 5 (Implicit in [20]). If $L$ is a deterministic context-free language that is not regular, then there exist strings $w_{1}, u, w_{2}, v$ such that:

1. $\left(u, v, w_{1}, w_{2}\right)$ is a pumping pair for $L$,
2. $w_{1} u^{2} w_{2} v$ is not L-equivalent to $w_{1} u w_{2} v$, and
3. $u$ is null-transparent for $L$.

We are finally ready for the proof of Theorem 5.4.

## Proof of Theorem 5.4:

Let $L$ be a deterministic context-free language definable in + -inv-FO $(<)$.

Aiming at a contradiction, let us assume that $L$ is not regular. Then, let $w_{1}, u, w_{2}, v$ be the strings given by Lemma D.5.

Since $\left(u, v, w_{1}, w_{2}\right)$ is a pumping pair for $L$, by Lemma D. 4 we have for all $w_{3}$ and all $I \in \mathbb{N}$ :

$$
\begin{equation*}
w_{1} u w_{2} v w_{3} \in L \quad \text { iff } \quad w_{1} u u^{I \delta} w_{2} v w_{3} \in L \tag{38}
\end{equation*}
$$

For a given $w_{3}$, fix $I$ such that $I \delta>\left|w_{2} v w_{3}\right|$. Since $u$ is null-transparent for $L$, using (37) we obtain:

$$
\begin{equation*}
w_{1} u u^{I \delta} w_{2} v w_{3} \in L \quad \text { iff } \quad w_{1} u u^{I \delta+1} w_{2} v w_{3} \in L \tag{39}
\end{equation*}
$$

Applying, again, Lemma D.4, gives:

$$
\begin{equation*}
w_{1} u u^{I \delta+1} w_{2} v w_{3} \in L \quad \text { iff } \quad w_{1} u^{2} w_{2} v w_{3} \in L \tag{40}
\end{equation*}
$$

By combining equations (38), (39), and (40) we obtain that for all strings $w_{3}$ :

$$
\begin{equation*}
w_{1} u w_{2} v w_{3} \in L \quad \text { iff } \quad w_{1} u^{2} w_{2} v w_{3} \in L \tag{41}
\end{equation*}
$$

Therefore, $w_{1} u w_{2} v$ is $L$-equivalent to $w_{1} u^{2} w_{2} v$, contradiction Item 2 of Lemma D.5. Thus, $L$ is regular, and the proof of Theorem 5.4 is complete.

## E Proof omitted in Section 6

## Proof of Proposition 6.1:

Let us first show that $\bar{L}$ is context-free: A non-deterministic pushdown automaton (PDA) recognizing $\bar{L}$ first guesses why the input string $w$ is not in $L$, and then verifies that its guess is correct.

In the following, by block we mean a factor of $w$ between two consecutive \# symbols.

A string $w$ is not in $L$ because either (i) two consecutive blocks do not have the same length or (ii) they correspond to non-consecutive numbers. In the case of (i) the PDA guesses the corresponding blocks and compares their respective length using the stack. In the case of (ii), the PDA guesses the corresponding block while maintaining in its state whether the corresponding number is coded with least or most significant bit first. It is then not too hard to use the stack for performing an increment.

It is not difficult to see that $\bar{L}$ is in $\mathrm{FO}(<,+)$ : The position of the leftmost \# provides the length $n$ of the blocks and can then be used with addition to test whether all blocks have the same length. Testing that two consecutive blocks represent consecutive numbers is done bit by bit using the fact that the $i^{\text {th }}$ bit of a number represented by some block is at distance exactly $n-i+2$ from the $i^{t h}$ bit of the number represented by the following block.

That $\bar{L}$ is expressible in $(+, *)$-inv- $\mathrm{FO}(<)$ follows along the same lines as Lemma 5.4 in [1].


[^0]:    ${ }^{1}$ Here, we use the following notation: For strings $w_{1}, \ldots, w_{d}$, we write $\left(w_{j}\right)_{j \in\{1, \ldots, d\}}$ to denote the string $w_{1} w_{2} \cdots w_{d}$.

[^1]:    ${ }^{2}$ Ginsburg and Spanier did not assign a particular name to these sets

[^2]:    ${ }^{3}$ Recall that Bézout's identity states that the greatest common divisor of non-zero integers $z_{1}, \ldots, z_{n}$ can be written as a linear combination of $z_{1}, \ldots, z_{n}$ with integer coefficients.

[^3]:    ${ }^{4} 7$ is just an upper bound here; when writing down the formulas in detail, one will most probably end up with formulas of quantifier rank smaller than 7.

